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PREFACE

The 18th Conference on Toxicology was held in Dayton, Ohio, on 1-3 November 1988. The

Conference was sponsored by NSI Technology Services Corporation Environmental Sciences (NSI-ES),

under the terms of Contract No. F33615-C-O0532 with the Harry G. Armstrong Aerospace Medical

Research Laboratory (AAMRL), Human Systems Division, Air Force Systems Command, Wright-

Patterson Air Force Base, Ohio; and the Naval Medical Research Institute Toxicology Detachment

(NMRI/TD), Wright-Patterson Air Force Base, Ohio.

Colonel John J. Coughlin, Human Systems Division, Brooks AFB, TX, served as Conference

Chairman. Deborah Ussery-Baumrucker, NSI-ES, was Conference Coordinator. Lois Doncaster, NSI

Toxic Hazards Research Unit (THRU), provided administrative support in Dayton.
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OPENING REMARKS

Captain James N. Woody

Commander

Naval Medical Research and Development Command

Bethesda, MD

Good Morning, Ladies and Gentlemen. Welcome to the 18th in the continuing series of

Conferences on Toxicology sponsored by the Air Force and the Navy biomedical research community.

I am Captain James Woody, Commanding Officer of the Naval Medical Research and Development

Command, which looks after medical research in the Navy. I am a physician, a pediatrician, and an

immunologist. I have had some experience in administering fairly toxic agents to patients to disable

their immune system for transplantation, so I have some feeling for some of the problems that you

enjoy and look after over long terms. My purpose in these opening remarks this morning is to set the

stage for this Conference. I will try to provide you with a brief history of the Conference series,

identify the laboratories invclved here, and give you a feel for why we believe this association is

extremely valuable.

This Conference traces its roots to an early concern with the toxicity of atmospheric

contaminants in sealed cabins and submarines. The initial symposium, "Submarine and Space

Medicine,' was hosted by the Navy Medical Laboratory in New London, CT, in 1958. Those were times

when long-term exposure to environmental hazards was becoming apparent as our submarines were

beginning very long operational tours (three, six, eight months), and space flight was being

considered as a realistic possibility. I may note that, during the previous year, the Navy Toxicology

Unit was established as a separate command with a mission of evaluating the toxicology of materials

as a result of such long-term exposures. A second symposium, "Toxicity in Closed Ecological Systems,"

was sponsored by the Navy's Special Projects Office and the Lockheed Missiles and Space Company; it

was held in Palo Alto, CA, in 1963.

Recognizing the need for frequent contact among the scientists in this field, an annual

conference series was initiated in 1965 here at the site of one of the premier facilities for such work.

For the first five years it was entitled "Atmospheric Contamination in Confined Spaces," with a major

emphasis on the manned space flight program. In 1970, the scope was broadened, and this was

reflected in the change of the Conference title to "Environmental Toxicology." In recent years, there

has been an increasing interest in examining fundamental mechanisms, experimental methodology,

and the application of toxicologic information to the wider field of risk assessment. This has resulted

5



in a further broadening of the scope, leading to te current title of our conference, "The Conference

on Toxicology."

The association of various research activities and research facilities here deserves special

mention. Our host, the Harry G. Armstrong Aerospace Medical Research Laboratory (AAMRL), is the

Air Force's leading laboratory for toxicologic research. Its Toxic Ha-tards and Veterinary Sciences

Divisions provide the basic scientific and laboratory animal support and infrastructure. Their

authorized professional staff numbers 18. The Toxicology Detachment of the Navy Medical Research

Institute has been located here at Wright-Patterson AFB since 1976 in a cost-sharing and intellectual

cross-fertilization role. The Detachment is the direct descendent of the Navy Toxicology Unit I

mentioned earlier. It is the Navy's primary laboratory for toxicological research and provides major

input to our health risk assessment process. The authorized professional staff numbers seven.

The Toxic Hazards Research Unit (THRU) was established here by the Air Force in the early 1960s

as a government-owned, contractor-operated research facility to perform toxicology in association

with the parent Air Force activity, the AAMRL. This is the site of the Thomas Domes, a major

inhalation exposure facility. It has recently been supplemented by a state-of-the-art ambient

exposure laboratory designed by the contractor staff. Funding for the contract is on a cost-sharing

basis; the Air Force provides 75% of the funds and the Navy 25%. Support is also provided on a fee-

for-service basis to other government agencies such as NASA and the Department of Transportation.

The current contractor is the NSI Technology Services Corporation, which maintains a professional

research staff of 23 and is our host at the Conference here today.

Last year the Army joined this association by establishing the Army Medical Research Unit,

Wright-Patterson AFB, to provide veterina y pathology and laboratory animal medicine support to

the research facility. The current program has four people on board. The Army, because it has all of

the veterinarians, supplies veterinary support and pathology to rI of the military medical research

facilities.

Close ties are maintained with the academic research community in the Dayton area. Joint

appointments are held by lab personnel at universities and by university personnel at the

laboratories. Several laboratory personnel are in advanced degree programs at local universities. I

want to give you one example of how this has been extremely beneficial. Research into the

formation and toxicity of a neurotoxv: agent from the comLustion of a turbine engine lubricant was

being studied at the Navy laboratory. The Chemistry Deparement at Wright State University

synthesized samples of this material and related compounds for use as authentic standards, and a

graduate studert in the Pharmacology Department adopted the identification of its specific

mechanism of action for his thesis project.
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The association of facilities here has turned out to be extremely valuable. Problems originally

identified as relevant to one service turn out to have solutions applicable to other services. Results

from basic research frequently are immediately pressed into service in support of applied

investigations. The applied work, in turn, generally has direct significance, sometimes immediate

significance, for operational concerns. A good example is the tubrine lubricant I just mentioned.

This turbine lubricant is in wide operational use in the Navy, and there was a major concern

that a fire involving this lubricant might produce a neurotoxic gas that could lead to some fatalities.

Our Toxicology Detachment performed bioassays of the combusted fluid and the combustion

atmosphere. Our staff quickly determined that the lubricant did indeed produce the highly

neurotoxic compound, called trimethylolpropane phosphate (TMP-P), and that the oil that

condensed after combustion did contain significant amounts of it. On exposure to the combustion

atmosphere, however, no animals died in the manner characteristic of the deaths due to TMP-P

exposure, which was unusual. It turns out that TMP-P condenses out with the oil and deposits on the

surrounding surfaces at temperatures higher than it is possible to breathe and survive. Analysis of

this data and its integration into the exposure scenario of concern led to a significant change in our

perceptions of the hazards posed and the consequent risk assessment. This information, provided to

the Fleet as soon as it was confirmed in the Laboratory, resulted in modifications to both damage

control and fire fighting procedures and to cleanup procedures. The former had less to worry about;

the latter were advised to take some additional cautions to minimize skin contact. This is a major

achievement for our toxicology program because we would certainly find it very difficult to replace

this turbine lubricant in a large operational force. To show that this, in fact, was not as hazardous

under the circumstances, that other problems would be paramount, was of great interest and use to

our operational forces.

The cost savings inherent in our cost-sharing arrangements are, from the point of view of the

individual services, quite significant. A couple of examples of this interaction will demonstrate the

benefits to be realized.

The combustion work mentioned earlier is being developed as a major joint program. A

laboratory is being equipped and staffed by both the Navy and Air Force to investigate the toxicity of

combustion products of specific service-use materials. The data will be used as input to develop a

predictive model based on the results of exposures and to investigate the mechanisms of this toxicity.

Both the materials tested and the models to be developed have direct application to all the services

and to the private sector as well. In w3rk initiated separately and performed by the THRU, both the

Air Force and the Navy have investigated the toxicity of oligomers of chlorotrifluoroethylene, or

CTFE Review of the results indicated that these different oligomers shared a common mechanism of

toxicity Furthermore, data from a previous experiment appeared relevant to this interpretation. This
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has led to a new study to elucidate their comparative toxicity based on variations in chain length and

halogen substitution. Application of the results will be pertinent not only for the original materials,

which are a lubricant and a candidate hydraulic fluid, but also to many similar materials that have

wide-spread military and civilian applications. These results should also be valuable input for the

design of similar materials as part of the process of baiancing engineering performance and toxicity.

I hope I have been able to give you a brief overview of the many exciting lines of work being

performed here. I have not mentioned our work in assessing reproductive toxicology. As we deploy

more women in our Fleet, in our services, this becomes of some concern. This will be a major theme of

the Navy's 31st Occupational Health Workshop to be held this March at Virgin;a Beach. Another area

is assessing performance decrement on exposure to environmental toxicants. This ic an area that has

achieved a great deal of interest recently as we move toward more collective protection

environments both on our ships and in other areas. The large number of Air Force programs is also

highly significant.

This year's Conference will review several areas of active research that are transforming

toxicology from a descriptive to a quantitative science and that have significant impact on the

applications of toxicologic information to the risk assessment process. Colonel John Coughlin, in the

Welcoming Address, will provide more details on the changing face of toxicology and its application

to the real-world problems we must all contend with. Dr. Melvin Ande.sr.n, Senior S-'entist for the

Toxic Hazards Division here at the Armstrong Aerospace Medical Research Laboratory, will then

illustrate how the individual sessions support the Conference goal.

I would now like to introduce Colonel John Coughlin, the Confer( ice Chairman, who will be

giving the Welcoming Address. Colonel Coughlin is the Deputy for Environmental Protection at the

Human Systems Division of the Air Force Systems Command.
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WELCOME ADDRESS

Colonel John J. Coughlin

Deputy for Environmental Protection

Human Systems Division

Brooks Air Force Base, TX

Good Morning, Ladies and Gentlemen. I am John Coughlin, the Deputy for Environmental

Programs in the Air Force Systems Command's Human Systems Division, headquartered at Brooks

AFB, the parent organization of our host laboratory today, AAMRL.

On behalf of my boss, Major General Doppelt, the Commander of the Human Systems Division,

i is indeed my pleasure to welcome you to this 18th Conference on Toxicology. This year's

Conference provides an excellent selection of presentations on a very broad range of topics. Both

environmental and occupational issues will be addressed, and considerable emphasis will be placed

on contemporary initiatives in quantitative toxicology, the theme of this year's Conference.

My first exposure to quantitative toxicology was some 18 years ago while I was assigned at

Space and Missile Systems Organization in Los Angeles. At that time, SAMSO was preparing to

transferor extend the Titan space launch operations from our east coast launch site at Patrick AFB to

the west coast launch site at Vandenberg AFB. And, of course, with different demography, totally

different micrometeorological conditions, not to mention the very near proximity of one of the

largest commercial flower fields in the country at the Vandenberg launch site, General Phillips, then

SAMSO commander, had several questions concerning risk assessment and the likely toxicological and

environmental consequences of that west coast bed-down of Titan operations. Those questions gave

me my first opportunity to visit the Toxic Hazards Division here at AAMRL, and I found that the

science and technology base existing in the Air Force and the Toxic Hazards Division was indeed

expert. I gave them a list of the boss' questions, and in two days I had a beautiful three-page point

paper, succinct and to the point, based on the Farmers' Almanac, the Burpee Seed Catalog, and

demographics in the most recent census, that indeed gave a quantitative risk assessment of the

likelihood of environmental damage associated with Titan operations out of Vandenberg and in the

surrounding area. But the senior scientist at the time felt, as I was departing, that I needed my first

lesson in quantitative toxicology and he said "John, now you must remember, toxicologists are a very

discrete, distinct, and disciplined category of scientists, and before we can give a risk assessment, we

must be totally confident that we are 100% right, at least 14.25% of the time." With that

perspective, I was somewhat less enamored about going back and briefing General Phillips.
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Fortunately, for the good of the Titan program and for the future of quantitative toxicology, not to

mention the future of a then young captain, the Toxic Hazards Division has proven to be 100% right

far more frequently than 14.25% of the time over the last 28 years I have been privileged to work

with them.

Although the emphasis of these conferences has changed over the years, they have all shared

one unique element; that is, providing a forum that encourages personal participation in the

exchange of knowledge, an opportunity to roll up our shirt sleeves, loosen our ties, and honestly

exchange ideas and opinions face to face. I trust this Conference will continue this fine tradition.

Remembering this, I strongly encourage each of you to contribute your candid opinions and

constructive guidance to these discussions. The success of the Conference depends on each of you

actively participating.

This year's emphasis on contemporary initiatives in quantitative toxicology is indeed timely. In

the past, much of toxicology was purely descriptive and we have indeed come a long way from

counting up-turned limbs and dividing by four. Today's toxicologist is tasked with an enormous

responsibility; a responsibility to identify potentially hazardous substances from an ever-increasing

universe of new chemicals and materials, and with ever-decreasing resources. This frequently means

less money, less equ;pment, less animals, and most assuredly, always less time. We simply no longer

have the luxury of performing studies on large numbers of animals to identify the adverse effects of

every chemical now known to man. These methods are neither cost-effective nor sufficiently timely

for providing crucial evaluations in a society that is aggressively pursuing tomorrow's technologies

and systems today. The stark reality has moved us into the light of quantitative toxicology.

Techniques are emerging that show promise to effectively screen and to reliably predict the

effects of potentially hazardous substances on man. This is accomplished through strategic toxicity

tests and computer simulation. However, the computer axiom - garbage in, garbage out- holds

especially true in this promising field of quantitative toxicology. More than ever, it is important to

carefully design and perform studies that will provide high-quality data that can be relied upon and

followed up on computer simulations. In turn, computer simulations make viable alternatives to

animal testing possible and will reduce the number of animal studies required by providing more

effective experimental design and analyses. There is growing recognition of the need for more

scientifically valid methods of estimating a quantitative risk from a given environmental or

occupational exposure. It would be wonderful if we could totally eliminate the potential for

exposure to any chemical for which there was any evidence of toxicity, however, such is not the case.

Realities are that cost benefit decisions must be made and the scope of the task is sobering.

10



Estimates of total cost for Superfund remedial actions alone are expected to be more than

150 billion dollars by the year 2000. These hazardous waste sites must be prioritized because

obviously, from an economic view alone, they cannot all be cleaned up at once. This prioritization is

critically dependent on an accurate assessment of the risk entailed by exposure to what is often a

complex mixture of chemicals of varying toxic effects. These decisions will hinge on a determination

of potential risk. The proper resolution of these and many other questions requires the development

of quantitative modeling techniques. We are proud of the advances in this area that have been made

at the Toxic Hazards Division of the Armstrong Aerospace Medical Research Laboratory, but much

remains to be done, as should be clear at the close of today's session alone.

I am excited by the potential of quantitative toxicology and believe that this Conference will

indeed capture some of that potential. I hope you agree and will give your full support toward

making the Conference fruitful. Again, welcome and best wishes for a successful conference.

I am pleased now to have the opportunity to introduce Dr Melvin Andersen, Senior Scientist for

the Toxic Hazards Division, who will provide a few introductory comments on the technical content of

the agenda for the next two and one-half days. Thank you.
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INTRODUCTORY ADDRESS

Dr Melvin E. Andersen

Senior Scientist
Toxic Hazards Division

Wright-Patterson Air Force Base, OH

I was very pleased this morning to be here in the audience and listen to Captain Woody and

Colonel Coughlin talk. I have ties to both the Navy and the Air Force part of the program at Wright-

Patterson. I came to Wright-Patterson AFB in 1977 with the Navy group from Bethesda, MD. I had

joined the Navy because I was from New England and liked the water. But after six years they sent me

to Ohio. I was afraid that with that kind of direction I best do something about it. In 1977 1 left the

Navy and joined the Air Force Toxic Hazards Division as a civilian. I have been here ever since. The

two gentlemen who have talked to you represent the higher DOD echelons to which the toxicology

organizations report; that is, they represent the Navy Medical Research and Development Command

and the Human Systems Division. It is through the support of these organizations that the toxicology

groups here at Wright-Patterson AFB have been able to maintain viable, productive programs that

have been contributory to the efforts of both services. In the past two years, we have also welcomed

the Army Pathology Unit here to Wright-Patterson to provide tri-service representation in our

toxicology efforts.

My total service here has spanned only 10 years, a small portion of what really is quite a

successful history of this laboratory. It is a history that goes back to concerns that both the Air Force

and the Navy had for the toxicity of materials in closed atmospheres. In response to those needs, the

organizations independently, the Navy in Bethesda, MD, and the Air Force here at Wright-Patterson,

established units to conduct continuous exposures on animals forwhat was then quite long periods

of time: 90 days or even 180 days. These experiments were really unheard of in the late '50s and early

'60s and much of the early work in what was considered chronic toxicology was done by the two

services for a very particular reason: to support military systems in which men and women would be

chronically exposed for these longer periods of time. At Wright-Patterson, the organization

developed contained both contracto.'-operated facilities as well as an in-house research staff. The

Navy's facility in Bethesda was predominantly an in-house research organization.

Last year when I introduced the Conference, I explained that much of the early work done by

both organizations, not unlike work done by other federal organizations or industrial sector

toxico' ngy laboratories, was primarily observational in nature. A good deal of information needed to

be accumulated on a whole variety of chemicals that had been poorly studied to that point. These

were chemicals that were going to be found in the various space and enclosed systems that the Air
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Force and Navy were interested in. For many years there was a significant backlog of chemicals to be

studied and the services had their hands full with routine testing needs. As that backlog cleared up

somewhat, there were questions raised about the value and interpretability of some of these

experiments. In the Air Force side of this operation, starting about 10 years ago, there were efforts

made o develop programs to look at the relevant tissue dose that was derived from exposures to

particular chemicals. At that time Dr Ken Back and Ms Marilyn George developed a laboratory

development plan in pharmacokinetics. This was a significant initiative toward a more quantitative

approach to looking at the disposition of chemicals. More importantly, this plan also represented

development of an intellectual strategy of how you might begin to interpret these toxicology

experiments in a quantitative way.

These changes, from observational approaches to approaches that combine careful, detailed,

observational toxicology studies with more quantitative descriptions of the disposition of chemicals

and the likely impact that disposition would have on biological outcome, have developed slowly,

but the approach is now fundamental in our approach to hazard identification with toxic materials.

Part of that improvement is coming about as we have increased the size of the operation here,

especially the interactions between the Navy and the Air Force and other local organizations

including Wright State University and the University of Dayton.

Last year's Conference, as those of you who were here will remember, featured one of the

country's first conferences with a give-away computer. It was only on a poster, but we felt it was at

least symbolic that there was an effort here in our Laboratory to incorporate quantitative modeling

into the very fabric of studies on chemical toxicology. This modeling approach is as an adjunct to

good, careful observational and mechanistic studies. It aids in interpretation and helps in assessing

the relevance of animal studies for people. Last year's Conference stressed advances in

pharmacokinetic modeling and pharmacodynamic modeling, quantitative structure-activity

relationships and the development of some new techniques, such as in flow cytometry. This year we

have tried to extend this concept of quantitative toxicology into some new areas, and we hope that

this will be a continuing emphasis of the Conference.

So today we begin a Conference that has five sessions. The overall theme that ties the

Conference together is contemporary initiatives in quantitative toxicology. There is a session on

strategies for improving toxicity testing, and I won't really discuss this one in very great detail because

Dr Ray Kutzman will come up and tell you what he thinks that session's going to be. I can discuss the

other four, because I suspect that you will forget whatever remarks I make before the session

chairmen introduce them.
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It is clear that there are two processes involved in improving our ability to extrapolate

laboratory results from the animals that we test to people. One is to have a better understanding of

what happens in the animals and make sure that the experiments give information on the factors

that are common between the test animals and humans. One thing that we must always have our

minds on is doing the best possible toxicity tests, and the first session discusses this. We should also

consider improvements in toxicity testing using various screens and other approaches to finding an

economical and efficient way of doing toxicology testing on the many different chemicals.

The second session is on toxicity and interaction of mixtures. The session chairman, Dr Yang,

likes to tell me, after I get done spouting off about doing pharmacokinetics and being quantitative,

that it's easy for me to say because I am only interested in one chemical at a time. People out there in

the real world are interested in enormously complex mixtures of chemicals. In the Installation

Restoration Program of the Air Force, we are concerned with all the chemicals that are found in water

supplies and the atmosphere near some bases. These systems are really very complex mixtures of

large numbers of chemicals.

In the third session on experimental data and carcinogenesis models, we are actually bringing a

group of people together to help the staff here as we work through a particular problem in

pharmacokinetics and pharmacodynamic modeling of cancer. There are new initiatives in

quantitative toxicology to develop realistic two-stage models for the cancer process. There are very

elegant theoretical and intellectual constructs, but they lack a good strong data base at present. We

have to learn much more about the processes that are described by these quantitative models and

help use these models to design better experiments. We hope that bringing this group of experts

together will help our own staff in addressing some of these difficult questions.

The fourth session is on environmental modeling. This session recognizes the fact that we are

interested in two problems in toxicology. One, Ithe toxicology of the chemicals in a particular

organism emphasizes the effect of the chemic.l directly. The second part of the real world problem is

exposure. How likely are people to be exposed to particular chemicals? The fourth session describes

environmental modeling in a very general way, looking at multimedia types of exposure for different

chemicals.

Iwill chair the fifth session as a last minute replacement for Colonel Mike McNaughton. This

session is on advanced techniques in hazard assessment. It takes a look at some of the new initiatives

and how you incorporate a variety of biological and toxicological information into actually making

risk assessments and hazard assessments. A good bit of this session will focus on estimating

uncertainties in cancer risk assessment approaches.
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We hope that the common theme that ties this Conference together is the need for

quantitative information to be developed in toxicology. This information is especially necessary for

decision-making in terms of setting acceptable human exposure limits. The Conference's purpose is

to bring together a variety of people, representatives from the Department of Defense (Air Force,

Navy, and Army), from academia, from other laboratories in the federal sector, and from industry, to

discuss these questions actively in a common environment that will help us here at the Toxic Hazards

Division and the Navy Toxicology Detachment to do our job better.

I ask that you not be bashful. As Colonel Coughlin said, this is a chance to listen, learn, and

interact. The sessions are arranged such that there will be a short time after each talk for some

discussion and points of clarification, and there will be a chance at the end of each session for all of

the speakers to come up to the podium where we can have a joint discussion period. It's been one of

the goals of all of our Conferences to make those discussion sessions as active as possible, and they

have frequently been that- active and informative for all of us. We hope that we can continue that

tradition with our Conference here today.
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SESSION I

STRATEGIES FOR IMPROVING TOXICITY TESTING

Dr Raymond S. Kutzman, Chairman
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A QSAR MODEL FOR THE ESTIMATION OF CARCINOGENICITY.
EXAMPLE APPLICATION TO AN AZO DYE

Kurt Enslein and Harold H. Borgstedt

Health Designs, Inc., 183 East Main Street, Rochester, NY 14604

SUMMARY

Because carcinogenicity bioassays are time-consuming, costly, and use animal resources,

structure-activity relationship (SAR) equations that model toxicological endpoints have been

developed to make alternative methods available which approximate the results that could be

obtained from bioassays, but which are less expensive and time-consuming and use fewer, if any,

animals. These equations are based on sets of bioassay results and explain the endpoint under

consideration in terms of substructural and other parameters that describe the chemical entities. The

resulting equations - or models - can then be used to estimate - or predict- the endpoint for new

structures. The estimation is followed by validation procedures.

INTRODUCTION

SAR models have been developed for several toxicity endpoints, including carcinogenicity (1],

mutagenicity (Ames) [21, skin irritation [3], eye irritation [4], teratogenicity [5], rat oral LD50 [6],

Daphnia magna EC50 [7], fathead minnow LC50 [8], and biodegradability [9]. The following discussion

is limited to a model of carcinogenicity.

History of the Use of QSAR

SAR methodology in the development of pharmaceuticals and agricultural chemicals has been

pioneered in the United States by Corwin Hansch [101; only relatively recently have SAR methods

been applied to toxicity endpoints. SAR models of toxic endpoints have been developed by, among

others, Free and Wilson (11] and Wishnok et al. [12,13], who have developed carcinogenicity models,

as have Klopman [14], Jurs et al. [15], Jurs [16], Yuta and Jurs [17], and Enslein et al. [1]. Most previous

models differ from the one described in this paper principally in that they are based on homologous

or at least closely related series of chemicals, whereas the model described here is based on a

structurally heterogeneous set.

MATERIALS AND METHODS

Model development begins with assembly of a data base of compounds for which

carcinogenesis bioassay results are available. This is followed by selection of parameters that are

potentially related to the endpoint. Regression and discriminant analysis techniques are then used to
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select important parameters and weight them. Various validation procedures then follow. The entire

process has been described in detail [1, 18].

Data Bases

The data base for the carcinogenesis model was assembled from National Cancer

Institute/National Toxicology Program (NCI/NTP) rodent lifetime carcinogenesis bioassays for most of

the carcinogens and 18 of the noncarcinogens. Additionally, ten clearly positive human carcinogens

were selected from the Fourth Annual Report on Carcinogens [19].

Griesemer and Cueto [20] published a review of 196 NCI/NTP bioassays on 185 chemicals. They

classified the chemicals according to the strength of evidence for or against carcinogenicity in rats

and mice (see Table 1). Categories 1 through 5 contain compounds for which the evidence for

carcinogenesis is more or less convincing. Categories 6, 7, and 8 contain compounds for which the

evidence for or against carcinogenicity is too equivocal to permit evaluation, and Category 9 contains

compounds for which negative evidence was deemed convincing. Griesemer and Cueto (20] have

since reviewed reports published after their original publication [personal communication], including

all reports and draft reports up to No. 330. Also included in this review were five reports on

comparable studies conducted under the auspices of the Chemical Industry Institute of Toxicology.

TABLE 1. NCI/NTP BIOASSAY DATA

Category Evidence for Carcinogenicity Number of Chemicals
1 Very strong in two species 31

2 Very strong in one species, sufficient 9
in second species

3 Very strong in one species, none in 33
second species

4 Sufficient in two species 12
5 Sufficient in one species, none in 29

second species
6,7,8 Equivocal, no determination possible 53

9 None in two species 18
Total 185

After removal of duplicates, mixtures, materials of uncertain chemical composition, and other

compounds unsuitable for modeling, the numbers of chemicals shown in Table 1 were suitable for

classification. As seen in Table 1, there were only 18 negative compounds, creating a very

unbalanced distribution of carcinogens and noncarcinogens. Other sources of negative data were

therefore considered.
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IARC Reviews [21] and lists of compounds published in Public Health Service Publication 149

[22] were found to be inadequate because they included compounds for which at least some positive

evidence existed, or chemicals that had been tested using unsuitable or questionable methodology.

The (U.S.) Code of Federal Regulations, Vol. 21 [23] contains lists of chemicals that have been used,

often in substantial quantities and for substantial lengths of time, as food additives and which are at

least putatively noncarcinogenic.

Two hundred and ten chemicals were selected from these lists to represent a variety of

chemical substructures. Repetitive series, isomers, compounds with repetitive substituents (as often

found in flavor materials) were not included, as well as compounds with an uncertain status, such as

eugenol.

The Physician's Desk Reference [24] contains manufacturer-supplied information on drugs

marketed in the United States. Sometimes there are statements regarding the noncarcinogenicity of

the drug in question, along with remarks about the testing protocol.

Additional information on these bioassay results was obtained from cooperative

manufacturers or from the U.S. Food and Drug Administration to permit an evaluation of the

adequacy of the testing, particularly in relation to comparability with standard NCI/NTP bioassays.

Over 60 compounds were identified as negative on the basis of acceptable testing and were included

in the data base.

Some of the more important chemical structures and substructures represented in the

combined heterogeneous data set are shown in Table 2.

During model development 46 compounds had to be removed from the data base for various

reasons: atypical structure, structure was a statistical multivariate outlier, questionable bioassay

results, and such.

Compound Estimation
The SAR equation, which has the form shown below, is evaluated for the compound of

interest. First, parameters for the equation are generated, then their values are entered into the

equation, and, finally, the probability of carcinogenicity is calculated.

The equation takes the following form:

Discriminant score = Constant + (coefficient 1 x variable 1)
+ (coefficient 2 x variable 2)
+ (coefficient 3 x variable 3)
. ..........................

+ (coefficient N x variable N)

The discriminant score is then entered into an exponential equation from which the probability is

calculated.
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TABLE 2. CHEMICAL'GROUPS IN THE CARCINOGENICITY MODEL

Carcinogencity

Chemical Class Neg Pos

Halogen-Containing Structures

Chlorine 17 46

Bromine 0 5

Fluorine 4 0

Alcohols 99 8

Organic Acids 13 6

Esters 58 2

Amines

Primary 11 37

Secondary 27 3

Tertiary 16 13

Amides

Primary 5 0

Secondary 11 8

Tertiary 2 3

Lactams 4 0

Ureas, Guanides, etc. 7 5

Nitriles 0 1

Nitro, Nitroso Structures 2 14

Nitrosamines 2 5

Hydrazines, Hydrazides, etc. 7 9

Sulfamines 6 0

Sulfoxides 3 1

Sulfones 6 1

Sulfonates 3 1

Disulfides 1 0

Phosphorus-Containing Structures 1 5

Carbon Rings 147 64

Oxygen-Containing Rings 11 5

Nitrogen-Containing Rings 30 6

Oxygen and Nitrogen-Containing Rings 2 0

Sulfur and Nitrogen-Containing Rings 5 2

Non-C, 0, N, S-Containing Rings 0 2

Miscellaneous Structures 37 0
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Estimability and Validation

While it is always possible to calculate a discriminant score, one needs to assess the degree of

confidence that can be placed in it. First, it must be determined whether the structures in the model's

data base adequately cover the compound to be estimated in terms of substructures, and, secondly,

the compounds in the data base which contain these substructural features must be reviewed to

compare their carcinogenicity ratings with the estimated compound.

RESULTS

In addition to the constant, 42 parameters were used in the model equation, 38 of which were

dichotomous. The four continuous parameters included two molecular connectivity indices (MCI) [25]

(see Figure 1 for examples), and two that described the longest chains of atoms in molecules and the

longest paths in ring systems.

Path Cluster Chain Path/Cluster

Figure 1. Examples of MCIs.

DIFPATO, the parameter obtained as a difference in the zero-order valence and simple

connectivity indices, quantifies information about heteroatoms in a molecule, while the descriptor

SUMPAT1 partially encodes overall electronic and volume characteristics of a molecule.

Table 3 shows the variables in the equation and the sign of their coefficients. A coefficientwith

a positive sign adds to the probability of carcinogenicity; a negative one reduces it. Within each

section, the variables are ranked from most important to least important according to the;r power to

distinguish carcinogens from noncarcinogens. Space limitations make it impractical to provide all the

documentation that would be needed to interpret the coefficient values meaningfully. These values

have, therefore, been omitted.

When the resubstitution method for validation was applied to the equation, the classification

shown in Table 4 was obtained.

The compounds classified as indeterminates are those for which the probability of

carcinogenicity was calculated to lie between p = 0.3 and p = 0.7; that is, the probabilities lie too close

to chance (0.5) to be useful for a decision as to positivity or negativity.
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TABLE 3A. PARAMETERS WITH POSITIVE CONTRIBUTION TO CARCINOGENICITY IN THE
MODEL EQUATION

Description
Longest atom chain in non-ring molecule
Hydrazine
Aryl amide
Primary or secondary chlorine fragment (non-beta phenyl)
Any aliphatic bromine
Azo fragment
Aliphatic 3-branched nitrogen (non-amide)
Ring carbonyl
Aliphatic halogen
Nonaromatic ring chlorine
Benzene
Oxirane
Two benzenes linked via 4-branched carbon
Aryl amine
Aryl nitro
Number of electron releasing groups on single benzene
Summed path MCI order 1
NH substituted with one electron-releasing group and

one electron-withdrawing group
N substituted with two electron-releasing groups and

one electron-withdrawing group

TABLE 3B. PARAMETERS WITH NEGATIVE CONTRIBUTION TO CARCINOGENICITY IN THE
MODEL EQUATION

Description
Saturated primary or secondary aliphatic ester (non-beta

phenyl)
Longest aliphatic carbon chain in molecule
Secondary aryl amine
Methyl amine fragment
Two electron-withdrawing groups bound to NH
Aliphatic aldehyde
Aryl sulfonic acid
Two electron-releasing groups on single benzene ring (Para)
One withdrawing group and two releasing groups (1, 2, 5) on

single benzene
Piperidine
Piperazine
Hetero-ring linked to benzene in no. 2 position
Dialkyl detone
Primary aliphatic alocohol
Aryl alcohol
Aryl methoxy
Aryl aldehyde
Difference path MCI order 0
Ethane or ethylene between one releasing group and one

withdrawing group
3-Carbon chain between one electron-withdrawing group and one

electron-releasing group
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TAlLE 4. DISCIUMINANT ANALYSIS CLASSIFICATION

ESTIMATE

Carcinogens Indeterminatea Noncarcinogens

Carcinogens 100 1

BIOASSAY 3

Noncarcinogens 3 268

Indeterminates: 3/375 = 0.8%

False Positives: 3/372 = 0.8%b or
3/217 = 1.1%c

False Negatives: 1/372 = 0.3%b or
1/101 = 1.0%c

Overall accuracy: 368/372 = 98.9%

F = 43.0,-with 43 and 331 DF

* ntheregionofchnceprobability(p = 0.5 ± 0.2).
b Dknom inator consistsof all compounds not in the indeterminate group.
' Denominator indudes only negative or positive compounds, respectively.

The following compounds were falsely classified as positive.

CAS NO. NAME

7779-77-3 Isobutyl Anthranilate

86-57-7 1-Nitronaphthalene. Except for this structure the aryl nitro entity has
consistently identified carcinogens.

95-50-1 1,2-Dichlorobenzene. Aryl chlorides have consistently exerted a positive
influence.

The following compound was falsely classified as a noncarcinogen.

CAS NO. NAME

78-42-2 tris-(2-Ethylhexyl) Phosphate

ESTIMATION EXAMPLE

We have chosen to use Cl Disperse Yellow 3 as an example. Its structure is shown in Figure 2a.
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The estimation process begins with a scan of the chemical entity for substructure. (keys) which

are present in the carcinogenesis equation as well as in the subject chemical. These keys are shown in

Figures 2b-2e. Note that while an aryl amide, an azo fragment, and such have been identified as

being used in calculation of the estimate, other parts of the molecule - the methyl on the first ring

and the aryl carboxylic acid - are not being used in that calculation.

H3C

N N -a NH CH-7 CH3

OH

2a. Cl Disperse Yellow 3

H3C

N N- -- NH- C I

OHCH 3

2b. Aryl Amide

H3C

LN ) = N ,- ) -NH-C
CH3OH

2c. Azo Fragment

N=N % NH C(
/ CH3

OH

2d. Benzene

H3C

"-" LCH3

',. OH "I

2e. Aryl Alcohol

Figure 2a-2e. Keys Contained in Both the Model and Cl Disperse Yellow 3. These keys are used in
making the estimate of carcinogenic potential.
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On the basis of this information, it must be decided whether the compound is covered well

enough by the compounds from which the model was constructed so that one can decide whether

the estimate is useful. This question can be answered in the following way: When the equation was

developed, a set of parameters was generated from the compounds in the data base. Some of these

parameters were more useful than others in explaining carcinogenicity; these were used in the

equation. The remaining parameters, while describing substructural aspects of the compounds in the

date base, were not important enough to be included in the equation because there is a statistical

incentive to limit the number of parameters in the model to a fraction of the number of compounds

in the data base. These keys were sequentially searched to determine which of them also cover Cl

Disperse Yellow 3. The resulting keys are shown in Figures 3a and 3b. Note that the methyl group and

the carboxylic acid group are present with sufficient frequency in the compounds in the data base

and, together with the keys in the equation, completely cover Disperse Yellow 3. We can, therefore,

be confident that Disperse Yellow 3 is estimable by the model. The estimate is shown in Table 5.

H3C
Hu0 0

N N NH,-AC s

- CH 3
OH

3a. Non-Ring Carbonyl

SH3C I

N = N NH- CH3

OH

3b. Aryl Methyl
Figure 3a-3b. Keys Not in Equation, but Providing Evidence for Coverage of Cl Disperse Yellow 3

by Chemicals in the Model Data Base.

TABLE 5. CARCINOGENESIS ESTIMATE FOR DISPERSE YELLOW 3

Estimate for Positive Endpoint u 1.000

Cross Product

Aryl amide 11.791
Azo fragment 20.892
Longest aliphatic carbon chain in molecule -1.290
Benzene 2.025
Aryl alcohol -2.463
Summed path MCI order 1 7.333
Difference path MCI order 0 -7.624
Constant term -13. 573

17.092
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The listed parameters are used in the estimation of the probability of carcinogenicity,

expressed as a p-value, if Disperse Yellow 3 were assayed in a two-year, two-species NTP testing

protocol, as evaluated according to Griesemer's criteria. For the calculation of the cross-products in

Table 5, the value for each parameter used for the prediction of carcinogenicity for Disperse Yellow 3

was calculated. The value for the respective parameter was multiplied by the coefficient for that

parameter in the discriminant equation, resulting in the listed cross-products. A negative cross-

product signifies that the corresponding parameter reduces the probability of carcinogenicity,

whereas a positive cross-product increases it. We have already described above the keys used in the

equation. Note that the relative importance of the parameters can be judged by the magnitude of

the cross-products, the aryl amide group and the azo bond being particularly important in

determining the carcinogenicity of Disperse Yellow 3.

Validation of the Estimate

Now the data base from which the model was developed with these important parameters can

be searched to determine whether compounds in the data base that have some of these above-

mentioned substructural features can be used to validate the estimate. Figures 4a through 4f show

the compounds in the data base that contain an azo fragment. For each compound the CAS number is

displayed, as well as presence or absence of carcinogenicity, and the source of the data. For example,

Figure 4a shows that azobenzene itself is a carcinogen, and that the source was the paper of

Griesemer and Cueto [22]. The search for data base compounds with the azo fragment showed the

following: azobenzene (Figure 4a), the parent compound of Disperse Yellow 3, is a carcinogen;

phenazopyridine HCI (Figure 4b) is a carcinogen, and its carcinogenicity is probably enhanced by the

amine groups on the pyridine ring; and FD & C Yellow No. 6 (Figure 4c), on the other hand, is a

noncarcinogen (note that the salient differences between this compound and the prior two are the

two sulfonic acid groups; the same is true for CI Acid Red 14 (Figure 4d); Cl Solvent Yellow 14

(Figure 4e), on the other hand, is a carcinogen -there are no sulfonic acid groups). Finally, D&C Red

No. 9 (Figure 4f) is a carcinogen; it has only one sulfonic acid group. It is interesting to examine the

carcinogenicity estimate (Table 6) for this compound. As in the case of Disperse Yellow 13, the

contribution of the azo fragment dominates the cross-products, but the negative coefficient for the

aryl sulfonic acid entity reduces the sum of cross-products so much that the probability of

carcinogenicity for D&C Red No. 9 is lower than that for Disperse Yellow 13. If another sulfonic acid

group were attached to D&C Red No. 9, the sum of cross-products would be negative, and, therefore,

the probability of carcinogenicity for this modified compound would be very low. It is the influence of

the two sulfonic acid groups in the other dyes cited above that probably renders them

noncarcinogenic.
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N= H2NN = N O

NH2

4a. Azobenzene 4b. Phenazopyridine Hydrochloride
CAS: 103-33-3 CAS: 136-40-3
Actual: Positive Actual: Positive
Ref.: Table 3/RPT #154 Ref.: Table 1/RPT #99

O OH HHOH

OHO OH

OH

4c. FD&CYellowNo.6 4d. C.l. Acid Red 14
CAS: 2783-94-0 CAS: 3567-69-9
Actual: Negative Actual: Negative
Ref.: Table 9/RPT #208 Ref.: Table 9/RPT #220

HO 0

BN = N C'' Hl

OH CH3

4e. C.l. Solvent Yellow 14 4f. D&C Red No. 9
CAS: 842-07-9 CAS: 5160-02-1
Actual: Positive Actual: Positive
Ref.: Table 3/RPT #226 Ref.: Table 3/RPT #225

Figure 4a-4f. Compounds in the Model Data Base Containing an Azo Fragment.
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TABLE 6. CARCINOGENESIS ESTIMATE FOR D&C RED NO. 9

Estimate for Positive Endpoint - 0.828

Cross Product

Azo fragment 20.892
Longest aliphatic carbon chain in molecule -1.290
Aryl sulfonic acid -9.183
Benzene 2.025
Aryl alcohol -2.463
Aryl chlorine 5.873
Summed path MCI order 1 9.206
Difference path MCI order 0 -9.917
Constant term -13. 573

1.570

The compounds that contain the aryl amide fragment of Disperse Yellow 13 are shown in

Figures 5a-5c. Note that the first two are carcinogens, but that acebutolol is not. Analysis of the

estimate for this compound (Table 7) shows that the probability of it being a carcinogen is reduced by

the one electron-withdrawing group and two electron-releasing groups on the benzene ring in the 1,
2, and 5 positions, and that there is a rather long aliphatic carbon chain.

One might also consider searching the data base with some of the other keys, but that search is

not likely to add further information because their cross-products are so much smaller than those of

the aryl amide and azo fragments. For the topological parameters, one only needs to determine

whether their values are within reasonable statistical bounds of the values for the compounds in the

model data base. There are only rare instances in which the MCI values are more than 2.5 standard

deviations from their mean. In this particular instance, the values are well within one standard

deviation, and are, therefore, acceptable.

In summary, from the result of this search, one can have a relatively high level of confidence in

the positive carcinogenicity estimate for Disperse Yellow 13.

DISCUSSION
As is the case with all QSAR models, the quality of the model depends on the quality of .hc

data used to develop it. Many compounds selected for the NCI/NTP bioassays car', a ., 'Sumptin of

being carcinogenic, so it is unlikely that there will ever be enough Io.=drinogenir results from

NCI/NTP bioassays.

We believe that the list of chemicals in CFR 21 is a reasonable alternate source of putative

noncarcinogens and that the inference of negativity is sufficiently reliable. The pharmaceutical

compounds in the data base have all been tested under protocols identical or very neal.y identical to

that specified by NCI,'NTP. The inclusion or exclusion of candidate parameters and certain ompoonds

was conditioned by the need to develop equations that are useful for the prediction of the

carcinogenic potential of untested compounds, rather than the elucidation of mechanisms of

carcinogenesis.

28



H 2 CH
H3C- CH2- 0- - NH- CS. H

5a. 3-Amino-4-ethoxy Acetanilide
CAS: 17026-81-2
Actual: Positive
Ref.: Table 5/RPT #112

H3C- CH2- 0 N- C-0o
-t)- CH3

5b. 3-Nitro-para-acetophenetide
CAS: 1777-84-0
Actual: Positive
Ref.: Table 5/RPT #133

HON.
CH ,,- CH2 - 0 NH- -C,,

CH2  CH2

/ O C CH2
NH

CH3 CH3

H3C- CH

CH3

5c. Acebutolol
CAS: 37517-30-9
Actual: Negative
Ref.: Physician's Desk Reference

Figure 5a-5c. Compounds in the Model Data Base Containing an Aryl Amide.

All present QSAR models of carcinogenicity have limitations. Pairs of chemicals exist in which

small structural differences make the difference between carcinogen'city and noncarcinogenicity, for
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TABLE 7. CARCINOGENESIS ESTIMATE FOR ACEBUTOLOL

Estimate for Positive Endpoint = 0.001

Cross Product

Aryl amide 11.791
Longest aliphatic carbon chain in molecule -3.871
Benzene 2.025
1 Withdrawing group and 2 releasing groups

(1, 2, 5) on a single benzene -8.485
Number of electron releasing groups on a

single benzene 2.921
Summed path MCI order 1 9.192
Difference path MCI order 0 -7.581
Constant term -13. 573

-7.581

example, benzolalpyrene/pyrene and eugenol/methyl eugenol. No QSAR equation or similar

predictive system can presently be expected to deal with such special cases systematically.

When explanations for the differences in the behavior between members of such closely

related pairs are discovered, one might be able to devise and incorporate parameters reflecting that

knowledge in the equations. This applies particularly to parameters that portray biotransformation

and pharmacokinetic factors. We currently are attempting to at least partially take into account

detoxification by including keys for electron-donating and -withdrawing groups. We expect that our

capability for dealing with these issues will be enhanced by the ability to calculate electronic charge

distribution for whole molecules as we have done in several other SAR models [7,8] and by devising

three-dimensional topological parameters to describe entire molecules as well as substructures.

The use of the model for the estimation of untested compounds should be more or less

confined to the space (or variety) encompassed by the chemicals and chemical substructures of the

model's data base, even though there may be a temptation to extrapolate too far outside the

boundaries of that space; the search for covering substructures and similar compounds is done to

counteract that temptation. For example, the model cannot be used for lactones, anhydrides, and

other features that are not adequately represented in the data base.

The validation process is somewhat subjective. Complete substructural representation of a new

structure by the data base is not always achieved and the judgment as to whether coverage is

adequate depends at least in part on the use to which an estimate will be put. The validation of an

estimate should generally be performed by someone familiar with the toxicological characteristics of

,he compound in question and the class to which it belongs, and also the intended use or anticipated
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exposure factors. These have considerable influence on the judgment regarding the validity and

usefulness of an estimate.

The directed search of the data base for prtinent structures and substructures may also serve

as a guide for additional searching of the toxicological literature.

The model described above is currently being enhanced in two ways: (1) chemicals are being

included that have been tested under other than the NCI/NTP protocol, and (2) relative weighting of

the compounds is performed to reflect the degree of confidence in individual data points. We expect

that the result will be a model applicable over a considerably wider span of chemical structures and

substructures as well as one having a level of performance at least equaling the model described

above.
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GENOTOXICITY TEST DATA
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SUMMARY

Determining the genetic hazard of a chemical is generally approached by using an assortment

of tests for measuring the DNA reactivity of a chemicai or its resultant genotoxicity. Over 100 short-

term tests employing a wide diversity of species and genetic mechanisms have been used to measure

genetic hazard. To date, attempts to achieve a standard test battery for defining genetic hazard have

not been successful. Consequently, testing for genetic hazard involves the use of test batteries with

variable types and numbers of assays. This increases the difficulties of interpreting data sets because

the data sets are often filled with inconsistent responses from diverse types of assays.

Several years ago, the International Commission for Protection Against Environmental

Mutagens and Carcinogens established a committee to establish a method to compile and interpret

diverse short-term test data. The Committee has produced a quantitative weight-of-evidence

approach that combines test data using certain parameters such as dose, replication, and metabolic

capacity into a series of scores for test type, test class, test family, and an overall score that defines the

total weight-of-evidence regarding the genetic hazard of the agent. A description of the method

and results from the evaluation of selected chemicals is provided.

INTRODUCTION

Determining the genetic hazard of a chemical is generally approached by using an assortment

of in vitro and in vivo tests for measuring genotoxicity. Over 100 short-term methods, encompassing

a wide variety of species and genetic mechanisms, have been developed on the premise that diversity

is important for thorough detection of genetic effects produced by all chemical types.

The use of multiple tests has created a difficult and controversial challenge in developing an

interpretation with mixed test resu;ts. Various weight-of-evidence strategies have been devised,

generally emphasizing intuitive, expert judgment to evaluate multitest data. it has been hoped for

so'- time that the accumulation of test results would allow for machine-based or other formalized

procedures to replace or de-emphasize subjectiveness.

The problems associated with developing standardized data assessment programs are

compounded by the existence of large but incompletely filled data bases, and a heavy predominance

of positive test results. Thus, the difficulties in interpreting short-term test data involve limitations in
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both directions: a limited ability to draw inferences about the toxicity of a particular chemical using

an ensemble of tests, and a limited ability to draw inferences about the properties of a particular test

system using the data from an ensemble of chemicals.

Several years ago, the International Commission for Protection Against Environmental

Mutagens and Carcinogens (ICPEMC) established a committee to address this situation by designing a

general method to compile and interpret short-term test data. The driving principle used in this

development was to combine the major parameters of testing (dose, metabolic activation, sign of

response) into a single assay score which could then be pooled by test (e.g., Salmonella reverse

mutation), by test class (e.g., bacterial mutation), and by family (e.g., in vitro tests) hierarchically into

a composite score for a chemical. The system (a) would cope with redundant data, disagreement, and

sporadically filled matrices, (b) would supply opportunities to investigate short-term test properties

by chemical and by test, and (c) wouid have features of self-learning to improve predictive

performance and internal consistency ,Ior any one of several types of genetic hazard, including

genotoxicity per se, carcinogenicity, and possible reproductive toxicity.

The method chosen evolved from a scoring system first developed by Brusick [1]. It is a weight-

of-evidence approach which has the capacity to incorporate either prior subjective judgments or

analytically derived (learned) judgments. At present, the method is fully structured and contains a

sizable data base of approximately 113 chemicals. A brief, preliminary description was published a

few years ago [2], and manuscripts giving detailed description of the method and some beginning

analytical results are in r.,'eparation (3,4, 5]. This manuscript will provide preliminary information

concerning the method and describe some early results with selected test chemicals.

METHODS

The Organization of Testing Data

Shown in Figure 1 is the hierarchical structure of how data on a single chemical would be

combined and analyzed. The analysis begins using the literature entries for all available and suitable

tests done with the chemical. One or more replicates (trials) of each test are scored individually and

then combined into a composite test score. The test scores are pooled into class scores, and the class

scores into family scores, ending with a single agent score for that chemical. The transition at each

level of the hierarchy involves pooling the data as weighted averages.

A prerequisite for this hierarchical structure was a reasonable method to assign genotoxicity

tests into classes and families. The ICPEMC Committee has grouped like tests together into 22 classes,

and then combined the classes into two families based on whether they involve in vitro or in vivo

tests. Classification for the tests currently carried in the system's software is shown in Table 1 [6].
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Group

Trials Class Family Agent

Sa

Figure 1. The General Process of Data Reduction from Individual Trials to a Single Agent Score. The
merging process at each step involves weighted averaging. Each group A to D represents a
broad category of test types ranging from in vitro assays to chronic studies in mammals.

TABLE 1. THE CURRENT FAMILY, CLASS, AND TEST STRUCTURE*

A. IN VITRO FAMILY

Class Al: Primary DNA damage - prokaryotes

BSD, Bacillus subtilis rec strains, differential toxicity

ECD, Escherichia coli pol A/W3 11 O-P3478 spot test, differential toxicity

ECL, Escherichia coil pol A/W31 1 O-P3478 liquid suspension test, differential toxicity

ERD, Escherichia coll rec strains, differential toxicity

(continued)
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TABLE 1. Continued

Class A2: Primary DNA damage- lower eukaryotes

SCG, Saccharomyces cerevisiae, gene conversion

SCH, Saccharomyces cerevisiae, homozygosis by recombination or gene conversion

Class A3: Primary DNA damage- mammalian cells

UHF, Unscheduled DNA synthesis in human fibroblasts in vitro

UHT, Unscheduled DNA synthesis in transformed human cells in vitro

UIH, Unscheduled DNA synthesis in other human cells in vitro

UPR, Unscheduled DNA synthesis in rat primary hepatocytes in vitro

UIA, Unscheduled DNA synthesis in other animal cells in vitro

Class A4: Gene mutation - prokaryotes

EC2, Escherichia coli WP2, reverse mutation

ECW, Escherichia coliWP2 uvrA, reverse mutation

ECR, Escherichia coil, miscellaneous strains, reverse mutation

SAL, Salmonella typhimurium, strains TA 1535, 1537, 1538,98, 100

Class AS: Gene mutation - lower eukaryotes

NCF, Neurospora crassa, forward mutation

NCF, Neurospora crassa, reverse mutation

SCF, Saccharomyces cerevisiae, forward mutation

SCR, Saccharomyces cerevisiae, reverse mutation

SZF, Schizosaccharomyces pombe, forward mutation

SZR, Schizosaccharomyces pombe, reverse mutation

Class A6: Gene mutation - mammalian cells

GT, Gene mutation in mouse lymphoma cells L5178Y, TK locus

G51, Gene mutation in mouse lymphoma cells L5178Y, other loci

GML, Gene mutation in mouse lymphoma cells other than L51 78Y

G9H, Gene mutation in Chinese hamster lung cells V-79, HPRT

G90, Gene mutation in Chinese hamster lung cells V-79, ouabain

GCL, Gene mutation in Chinese hamster lung cells other than V-79

GCO, Gene mutation in Chinese hamster ovary cells

GIA, Gene mutation in other animal cells
(continued)
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TABLE 1. Continued

Class A7: Aneuploidy- lower eukaryotes

MAi, Iieurospc crass., aneuploidy

SC, S.ccharomyces cerevisiae, aneuploidy

Clss A: Sister chromatid exchange- mammalian cells

SHF, Sister chronatid exchange in human fibroblasts

SUfL, Sister chromatid exchange in human lymphocytes

S H Sister chromatid exchange in other human cells

SIC Sisterchromatid exchange in Chinese hamster cells

Sf4, Sister chromatid exchange in other animal cells

S Sister chromatid exchange in transformed cells

Cass A9: Chromosome aberration-mammalian cells

CHL, Chromosome aberration in human lymphocytes

C, Chromosome aberration in Chinese hamster cells

G, Chromosome aberration in Syrian hamster embryo cells

CAL Chromosome aberration in animal leukocytes

CZA, Chromosome aberration in other animal cells

CT, Chromosome aberration in tumor cells

Class A1O: Transformation - mammalian cells

TBM, Transformation in BALBIC3T3 mouse cells

17R, Transformation in SA7/rat cells

TRR, Transformation in RLV/FISCHER rat embryo cells

175, Transformation in SA7ISHE cells

TCM, Transformation in Syrian hamster embryo cells, clonal assay

TFS, Transformation in Syrian hamster embryo cells, focus assay

TCL, Transformation in other established cell lines

B: IN VIVO FAMILY

Class BI: DNA repair, somatic- mammal

UVH, Unscheduled DNA synthesis in humans

UVC, Unscheduled DNA synthesis in hamsters

UVM, Unscheduled DNA synthesis in mice

UVR, Unscheduled DNA synthesis in rats

UVA, Unscheduled DNA synthesis in other animals

(continued)
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TABLE 1. Continued

Class B2: Gene mutation, somatic- insect, Drosophila

DMM, Drosophila melanogaster, somatic mutation

Class B3: Spot test, somatic- mammal

MST, Spot test, mouse

Class B4: Sister chromatid exchange, somatic- mammal

SVH, Sister chromatid exchange in humans

SVA, Sister chromatid exchange in animals

Class 85: Micronucleic, somatic - mammal

MVC, Micronucleus test in hamsters

MVM, Micronucleus test in mice

MVR, Micronucleus test in rats

MVA, Micronucleus test in other animals

Class B6: Chromosome aberration, somatic - mammal

CBH, Chromosome aberration in humans, bone marrow

CLH, Chromosome aberration in humans, lymphocytes

CVH, Chromosome aberration in humans, other cells

CBA, Chromosome aberration in other animals, bone marrow

CLA, Chromosome aberration in other animals, leukocytes

CVA, Chromosome aberration in other animals, other cells

Class B7: Heritable damage -insect, Drosophila

DMH, Drosophila melanogaster, heritable translocation test

DML, Drosophila melanogaster, dominant lethal test

DMX, Drosophila melanogaster, sex-linked recessive lethal test

Class B8: Heritable specific locus test- mammal

SLO, Specific locus test, mouse, other stages

SLP, Specific locus test, mouse, postspermatogonia

Class B9: Dominant lethal - mammal

DLM, Dominant lethal test in mice

DLR, Dominant lethal test in rats
(continued)
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TABLE 1. Continued

Class BIO: Heritable translocation - mammal

MHT, Heritable translocation test in mice

Class B1 1: Chromosome aberration, germinal - mammal

CCC, Chromosome aberration in spermatocytes, treated and observed

CGC, Chromosome aberration in spermatogonia treated, spermatocytes observed

CGG, Chromosome aberration in spermatogonia, treated and observed

COE, Chromosome aberration in oocytes or embryos

Class B12: Sperm morphology- mammal

SPH, Sperm morphology in humans

SPF, Sperm morphology in F1 mice

SPM, Sperm morphology in other mice

SPR, Sperm morphology in rats

SPS, Sperm morphology in sheep

* Code names accordino to Waters et. al., 1987 16)

Presently the minimal criteria for compound entry into the analysis is that the chemical must

have tests from Table1, carried out by conventional methods, and representing at least three in vitro

and two in vivo classes. These criteria, the tests listed, and the aggregation structure can bereadily

adjusted to meet future developments and needs.

Data Entry and Coding

The data input involves easily acquired test information such as test name or code, limiting

doses (lowest effective dose for positive agents or highest noneffective dose for negatives), response

( + or -), use of metabolic activation (in vitro tests), evidence for target site localization (i.e., did dosed

material reach the target tissue?) of the test agent (in vivo), and the reference citation. Additional

factors for test replication also included in these data are entered into a specially designed computer

system which files the data and does all of the processing.

Two software programs are available. The initial program was written for a Digital VAX 750

computer. A version of the VAX program has been written for IBM/AT-compatible personal

computers (requiring 640 Kb of memory, a hard disk of 20 Mb minimum, and graphics capability).
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Calculations

The method of coalescing the data preserves the effects of data volume and judgmental

modifiers by using weighted averaging. This is accomplished by carrying two parallel series of values:

(1) an ENTRY value which can be summed or averaged and includes weighting by modifiers; and (2) a

SCORE which has the weights removed and fails on a consistent scale from + 100% to -100%. Thus,

each level of analysis (i.e., replicate, test, class, and family) has its own ENTRY, SCORE, and weight.

Two additional modifiers are used in the first two levels of data pooling: (1) The replication

modifier which modestly increases the weight of test scores based on how many replicate values are

available, and (2) the multiplicity modifier which weights the class score by the number of tests

present. This strategy recognizes the advantage of more than one independent score of data while

avoiding excessive weighting due to over-representation of one test type. It is important to realize

that the system continues to average the data even when the modifiers have reached their saturaticn

value.

The circular diagram shown in Figure 2 displays the scores for cyclophosphamide by replicate

(-) and test (A), and is organized by class and family. The center of the circles represents a SCORE of

-100%, the first circle is zero, and the second circle is + 100%. Test codes and class numbers are on the

outside. Where data are sufficient, the standard deviation of test scores are displayed as radial lines.

The second presentation used by this system eliminates test detail to provide more of an

overview of the results. It summarizes the class ([-]), family (x) and agent scores (A) and is shown as

the rectangular portion of Figure 2. The vertical bars are standard deviations. The numbers on the X

axis represent classes with data.

The example shown in Figure 2 represents the ICPEMC assessment of cyclophosphamide. The

graphics format shown is produced from the personal computer program. The software

simultaneously prints out reference citations and all calculations used in calculating each score found

on the plot.

Reading the Plot

A primary datum is the result from a single test on a single agent as published in a single

report. The method converts this datum into an ENTRY value (Er), which is the product of the

relevant factors and the primary modifier. Its weight (Wr) is Mp, the primary modifier. Its SCORE (Sr)

is 100* Er/Wr and is identified in the circular diagram as a (-).

ENTRY values for replicates of the same test are summed and an Et value is calculated by

multiplying the sum by the replication modifier (Mr) and dividing it by the number of replicates. The

weight (Wt) is Mr*Wr, and the SCORE is 100*Et/Wt. This test score is identified in the circular diagram
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Figure 2. ICPEMC Scoring Plot, or Diagram, Displaying the Results for Cyclophosphamide. The

upper portion gives test scores and the lower portion gives class, family, and agent scores.
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by (A). The same process occurs to combine tests into classes, this time introducing the multiplicity

modifier. Class scores are shown by (]) in the rectangular diagram. The family ENTRY is a weighted

average of the class. They are shown as (x) in the rectangular diagram. Three versions of ager't

;CORE (Sa) are calculated: the first, Sal, follows the overall pattern and is a weighted average of

family ENTRIES; the second, Sa2, uses a weighted average of all of the class ENTRIES; and the third,

Sa3, uses a simple average of the average class SCORE for each family. The three agent SCORES,

shown as (A) to the right side of the rectangular diagram, represent a descending sequence of

weighting, with Sa 1 preserving the emphases supplied by the data and the prior judgments, and Sa3

treating each class equally (i.e., without class weights) regardless of any imbalance in the amount of

data.

The agent scores represent the quantitative weight-of-evidence determining the degree of

genetic activity identified for the test chemical by the results of the test battery.

Several additional examples for chemicals are shown in Figures 3-8. The examples include the

following.

0 Figure 3: benzene -a chemical extensively tested in vitro and in vivo with selective
responsiveness for in vivo assays

* Figure 4: atrazine - a triazine herbicide which shows predominantly negative
responses with a few positive responses in vivo

* Figure 5: dimethylcarbamoyl choride -a compound tested extensively in vitro
with primarily, but not exclusively, positive responses

* Figure 6: chloroform - this chemical is generally regarded as nongenotoxic based
on both in vitro and in vivo studies and shows a very consistent profile

0 Figure 7: sodium saccharin - results show some positive effects in vitro but most in
vivo studies have been negative

* Figure 8: dieldrin -an insecticide with a limited data base

The sample illustrates the diversity of the data sets generally associated with chemicals

evaluated for their genotoxicity. The scoring system can be used to make activity comparisons of such

compounds because of its data reduction and interpretation features. Most standardized evaluation

systems require the agents being compared to have similar data sets.

At the present time, there has been no specific interpretation regarding the numerical value of

the Sa. As the system evolves, it is likely that quantitative hazard concerns will be triggered by Sa.

RESULTS

The attributes of this method of data assembly and analysis are as follows.

e All test data, both positive and negative, are used to estimate the genetic activity
of the evaluated chemical. The diagrams and backup calculations permit one to see
the contribution of a test, test class, or test family on the final score.
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* Individual test performance relative to other individual tests or iggregate tests can
be evaluated for a chemical or chemical class.

* The system requires both in vitro and in vivo entries to assess the genetic activity of
chemicals. This provides a balance for chemicals that might over- or under-respond
in one test type.

" The ICPEMC diagrams provide a convenient mechanism to view large numbers of
responses from heterogeneous tests.

" The approach permits one to compare the genetic activity among chemicals
evaluated by different ensembles of tests, or to rank order a series of chemicals.

" Information gained as the result of analyzing large data bases can be used to
improve the performance of the program by adjusting or weighting factors used in
calculating the scores. The system described has already been modified to improve
its performance [4].

Initially, it is expected that the ICPEMC method will be useful in retrospective analysis of heavily

tested chemicals with mixed responses. Manuscripts in preparation will assess the total data base of

113 compounds and outline information already learned from statistical analyses c' test

performance. Concerns have been expressed regarding the scientifi: validity of reducing complex

data sets to a single weight-of-evidence score. There may also be situations where critical test results

are reduced in importance by an averaging process that dilutes their impact on the final score.

The ICPEMC Committee believes that these concerns can be eliminated through validation of

the approach and by judicious use of the scores generated. The potential value of thi. method

appears to outweigh the possible limitations.

DISCUSSION

In spite of the early stage of data analysis, it should be clear that this method is capable of

meeting the initial requirements for data evaluation. The scoring system combines many of the

parameters of genetic testing into a single continuous score. It is already coping with the

multitudinous problems of redundant, disparate, and missing data in the genotoxicity literature. Yet

to be analyzed, but already present in the system, is the capacity to evaluate test, class, and family

results on the basis of test conformity and the underlying replication error in the data. The

performance of classes also can be extended down to the test level with the option of weighting the

tests for their relative value within classes. Another capacity that can be invoked is the ability to set or

reset factors and weights used in the calculations based on actual performance in the system. This

self-learning, with the possibility of discovering new underlying relationships in the genotoxicity data

bases, may become the most valuable aspect of the new method [4).

At this stage in its evolution, this data base and method of analysis is already able to contribute

to significant research questions and to the evaluation of specific chemicals. It should greatly increase

in power as the data base is expanded, experience with the analyses is used to modify the program,
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and self-learning is invoked. To promote this evolution, the Committee intends to examine the role

of all of the factors built into the program and will be testing whether or not tuning particular

weights or combinations of weights can improve internal consistency, relationship to carcinogenicity,

or relationship to heritable mutagenicity.

A crucial element in studying the relationship to carcinogenicity is the parallel development

and near completion by ICPEMC of a data base and scoring system for animal carcinogenicity [7]. As

the mutagenicity and carcinogenicity systems evolve, they will be compared, evaluated for how well

they interrelate, and tuned one against the other.

It will be some time before anyone can say whether this approach can break through the

current impasse encountered in using genotoxicity tests to predict carcinogenicity. From our initial

experiences with the data, it seems clear that there will be several important new insights about tests

and test batteries as a result of this method of analysis, so that even if there is not a breakthrough,

there should be substantial improvement in defining relative genetic activity.
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SUMMARY

Computer simulation can be used to integrate existing toxicity information within a

biologically realistic framework. Simulation models calculate relevant measures of target tissue dose

based on physiological, biochemical, and physicochemical properties and readily support the dose,

route, species, and interchemical extrapolations necessary for human risk assessment. Because these

models require very specific information, much of which can be obtained in vitro, they are much less

dependent on extensive animal experiments than conventional risk assessment methods. With

continuing development, simulation modeling will become an invaluable tool for improving

experimental designs, for interpreting animal toxicity tests, and for estimating the importance of the

animal toxicity observations for people.

INTRODUCTION

The goal of most toxicity testing is to estimate human risk from animal test results. Tests that

examine toxicity without obtaining estimates of target tissue dose are relatively useless for human

risk assessment. These tests are difficult to extrapolate because a priori the toxicologist has no idea of

the relationship between applied dose (amount in stomach or concentration in inspired air) and the

relevant measure of active chemical at the target tissue(s). Additionally, he or she has no idea of how

dose, route, and species differences change the relationship between applied dose and target tissue

dose. Of much greater value are tests that provide quantitative information on both toxicity and on

the physiological and biochemical factors in the animal that determine target tissue dose under the

conditions of the tests [1-3]. When both types of data are available, computer simulation of target

tissue dose within the framework of biologically 'aased models for chemical d position becomes a

versatile tool for rapidly examining the expecteJ consequences of a wide variety of exposure

scenarios and for enhancing experimental design.

Simulation is the process of developing a mathematical description of particular events in

which the individual elements involved in the overall physical or biological process are described as

realistically as possible [4]. For tissue dose simulation this entails providing an accurate model of the

mammalian system with respect to organ volumes, blood flows, and the anatomical relation of one

set of tissues with another [5]. Next, properties of the chemical have to be introduced accurately into
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the simulation model. These include tissue solubilities; biochemical pathways of metabolism in

particular tissues; disposition of metabolites to urine, feces and exhaled air; and tissue binding

characteristics for the test chemical. The complexity of a particular tissue dose simulation model will

vary depending on the endpoints that are to be calculated and used for extrapolation among the

various test and target species (6].

This paper enumerates the advantages of timely simulation modeling for improving the

toxicity testing of inhaled vapors, halogenated dibenzo-p-dioxins, and chlorotrifluoroethylene (CTFE)

oligomers. Simulation pinpoints important parameters for futher study, highlights the need for

limited in vitro studies to complete data acquisition without use of large numbers of animals for

second-tier toxicity testing, and clearly outlines the data needs in primate and human tissues that will

be essential to completing the extrapolation process.

Inhaled Vapors

Very simple, but nonetheless very useful, physiologically based pharmacokinetic (PB-PK) models

have been used to describe the kinetics of vapors and their metabolites in rodents and other species.

Ramsey and Andersen [71 developed a PB-PK model for styrene which had liver, fat, visceral, and

muscle/skin compartments. The lung equilibrated vapor between end alveolar air and arterial blood,

and metabolism occurred in the liver. Subsequently, this basic description has been extended for

methylene chloride to account for blood concentrations of metabolites [8] and for carbon

tetrachloride to account for fecal, urinary and breath elimination of metabolites [9]. Simulation

models have also been developed for ethylene dichloride [10], tetrachloroethylene (11], and

1,1-dichloroethylene [12].

The development of these biologically structured models has had a dramatic impact on the

methodologies involved in determining pharmacokinetic behavior and in calculating tissue dose. In

early studies with styrene, and unfortunately to a large extent even today with other chemicals, the

approach to kinetic studies with these vapors was first to expose large numbers of animals to the

vapor and to kill groups of animals at time intervals chosen for the experimenter's convenience or on

the basis of inarticulated intuition. The resulting data were then fit to a nonstructural

compartmental model to give rise to mathematical forms that accurately represented the behavior of

the chemical under the test conditions, but were unable to predict behavior at different

concentrations in the same species [13] or in other species [14].

PB-PK models, however, are fundamentally different. In these descriptions, kinetic behavior is

not some intrinsic property of the system that can be assessed only by direct experimentation. It is a

macroscopic system behavior, determined by more fundamental physiological and biochemical

processes. With vapors, disposition in blood and tissues is controlled by a remarkably small number of
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factors: tissue volumes, blood and air flows, partition coefficients (i.e., tissue solubilities), and kinetic

characteristics of the metabolizing enzymes. Most importantly, these more fundamental constants

can be determined directly with very few animals, rather than by creating detailed time-course curves

for the chemical in the living animal. Once these parameters are measured, pharmacokinetic

behavior, and, to a large measure, tissue dose of parent chemical and major metabolites, can be

predicted by simulation modeling. Limited experimentation then can be done in vivo to test the

accuracy of the predicted behavior, but this limited work requires far fewer animals than

conventional approaches to assessing pharmacokinetic behavior.

In the Toxic Hazards Division at Wright-Patterson AFB, Gargas and his colleagues [151 have

developed straightforward in vitro techniques to measure tissue partition coefficients by vial

equilibration studies with tissues from only a few animals and have applied this method to over 55

volatile chemicals. The data for all the chloromethanes and chloroethylenes, for instance, are shown

in Table 1. In fact, with these techniques, tissues from a single animal can be used to assess the

partitioning of multiple chemicals at the same time [16]. Gargas and collaborators have also

pioneered noninvasive simulation approaches to determine the kinetic characteristics of chemical

metabolism in vivo using small numbers of animals in inhalation studies (Figure 1) that do not require

killing the animals to obtain the necessary data [17,18]. With these methods kinetic constants for

metabolism have been estimated in rats for all the chlorinated methanes, ethanes, and ethylenes, and

preliminary structure-metabolism correlations have been adduced for these chemicals [19]. Some of

these results are recapitulated in Table 2. It is now possible to derive the necessary data for a PB-PK

model for many vapors by experiments that can be completed in two to three weeks and require

killing a very limited number of test rodents. Validation studies require more animals, but the

simulation model can be used in these experiments to select dosages that ensure adequate tissue

concentrations for chemical detection and to design sampling protocols that maximize information

content of the kinetic curves.

With the techniques pioneered by Gargas and colleagues [15] so readily available and easily

implemented, it is unconscionable today to undertake conventional pharmacokinetic time-course

studies or toxicity studies with these vapors without first developing a simulation model to give the

experimentalist an expectation of the outcome of the kinetic experiments and a prediction of tissue

dose under differing exposure conditions. The data in Tables 1 and 2 are sufficient to create

predictive kinetic models for these 10 chemicals in the male Fischer 344 rat.
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TABLE 1. PARTITION COEFFICIENTS OF HALOGENATED HYDROCARBONS

Chemical Saline Olive Oil Blood Liver Musdle Fat

Chioromethanes

Methyl chloride 0.88 8.57 2.47 3.47 0.97 13.5
Methylene chloride 5.96 131 19.4 14.2 7.92 120
Chloroform 3.38 402 20.8 21.1 13.9 203
Carbon tetrachloride 0.35 374 4.52 14.2 4.54 359

Chloroethylenes

Vinyl chloride 0.43 24.4 1.68 1.60 2.20 20.0
cis-Dichloroethylene 3.25 278 21.6 15.3 6.09 227
trans-Dichloroethylene 1.41 178 9.58 8.96 3.52 148
Vinylidene chloride t;.35 64.3 5.00 4.42 2.05 68.6
Trichloroethylene 0.83 553 21.9 27.2 10.1 554
Perchloroethylene 0.79 2134 18.9 70.3 20.0 1638

TABLE 2. METABOLIC CONSTANTS OF HALOGENATED HYDROCARBONS

VmaX Km kf
Chemical (pmollhlkg) (PM) (h-i kg-1)

Chloromethanes

Methyl chloride 96.9 19.8
Methylene chloride 47.1 4.71 2.0
Chloroform 56.9 2.09 -

Carbon tetrachloride 2.6 1.63 -

Chloroethylenes

Vinyl chloride 44.8 1.60 1.0
cis-Dichloroethylene 30.9 5.16 -

trans- Dich Ioroethyl ene 30.9 1.03 -

Vinylidene chloride 77.4 1.03 -

rrichloroethylene 83.7 1.90 -

Perchloroethylene - - 0.3
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Dioxin

2,3,7,8-Tetrachlorodibenzo-p-dioxin (TCDD), a highly toxic, intensively studied synthetic

organic chemical, shows extreme species sensitivity in its acute toxicity and is a potent promotional

carcinogen in rodent liver [20]. TCDD binds to a cytosolic protein, the Ah receptor, and the TCDD-

receptor complex translocates to the nucleus where it binds to specific sites on DNA. This interaction

causes increased (or perhaps decreased) transcription of particular genes including the locus for

aromatic hydrocarbon hydroxylase, a microsomal cytochrome P-450 oxidase enzyme. The induction of

various gene products is believed to be associated intimately with the promotional potency of TCDD

as a hepatic carcinogen. The risk assessment for dioxin'is based on the yield of liver tumors in female

rats [211.

The voluminous toxicity testing results with TCDD have not been accompanied by studies to

examine the discrete biochemical and partitioning mechanisms that give rise to TCDD distribution

and elimination patterns in test species. In most species the liver TCDD concentrations are very much

greater than the fat concentrations, even though dioxin is regarded as highly lipophilic. Because

chronic toxicity is in some way believed to be associated with receptor occupancy in the liver, these

observations of high liver concentrations seem intuitively to be of some significance. But without an

understanding of the biochemical factors involved in controlling liver TCDD concentrations, we are

not in a position to determine the relationship between total liver concentration and occupancy. As

it turned out, the data necessary to develop the PB-PK modgi for TCDD disposition were already in the

literature, awaiting interpretation with a quantitative model that was recently developed by Leung

and colleagues [221.

In this model, liver TCDD was present as a free amount, an amount sequestered due to simple

partitioning, an amount bound to the Ah receptor, and an amount bound to specific, microsomal

binding proteins (Pm), that themselves were inducible by TCDD exposure at sufficiently high

concentrations (Figure 2). The intrinsic liver-to-blood partition coefficient (PL) was estimated from

the concentration of dioxin in other visceral organs (e.g., the kidney). Thus, PL was about 20 and the

fat-to-blood partition coefficient (PF) was 350. Thus, intrinsically, fat should contain some 17 times

higher TCDD concentration than liver. The cytosolic receptor binding maximum and the binding

affinity for the Ah receptor had been estimated by direct in vitro measurements [231 and could be

included directly in the simulation model. When these parameters were used, simulation of TCDD

distribution experiments made it readily apparent that the major contributor to the liver burden of

TCDD in mice had to be binding to the secondary, microsomal binding sites. Based on the simulation

analysis, these were high affinity binding sites, KD (dissociation constant) = 20 nM, but not nearly as

high affinity as the Ah receptor, KD = 15 pM. In contrast, the microsomal sites were estimated to be

present at 5000-fold higher concentrations in the liver than were the cytosolic sites. The presence of
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these microsomal binding sites in mice had been reported in a thesis [24] and in the open literature

[25] for rats, but their role in determining TCDD tissue disposition only became obvious through use

of the quantitative simulation model for TCDD. Poland et al. [26-28] have recently examined these

microsomal binding sites in mice, describing dissociation constants, capacities, and the specificity for

various ligands.

TCDDfree

PL Pm
FTCDDr I--TCDDfree "t Pm-TCDD1A

Ah-TCDD (LIVER)

Figure 2. Schematic of the Disposition of TCDD in the Liver. Free TCDD equilibrates between the
blood and liver. In the liver three processes determine TCDD sequestration. Nonspecific
partitioning is related to the solubility of TCDD in liver with PL representing linear binding
to liver constituents. Specific, capacity limited binding sites exist both with the cytosolic Ah
receptor and with the microsomal binding proteins (Pm).

The biological complexity of liver sequestration of TCDD was even more dramatically evident in

studies with 125--iodotrichlorodibenzo-p-dioxin [26-28]. This ligand, which has enzyme-inducing

and cytosolic-receptor binding properties similar to that of TCDD itself, was prepared at an extremely

high specific activity by Poland and colleagues [26]. A kinetic study was conducted at noninducing

concentrations of this ligand (0.1 nmol/kg) in both naive mice and mice pretreated with 0.1 pmol

TCDD/kg. These kinetic results were analyzed with a PB-PK simulation model by Leung et al. [29]. The

differences in liver and fat concentrations between these two treatment groups indicated that TCDD

induction increased the microsomal binding protein by about eightfold (Figure 3). In naive mice the

liver-to-fat ratio was only 0.1 (similar to that observed for TCDD in humans exposed at low,

environmentally realistic concentrations), while it was between 2.0 and 6.1 in the TCDD-pretreated

mice.
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Figure 3. PB-PK Simulation Modeling with TCDD. Mice were treated with either 0 or 0.10 pmol
TCDD/kg and then dosed with 0.1 nmol iodo trichlorodibenzodioxi n/kg [29]. TCDD induc-
tion increased the hepatic concentration of TCDD (Panel A) by causing an eightfold
induction in microsomal binding proteins from 1.75 to 10.0 nmol/liver. Rats were treated
with various dosages of TCDD and the extent of induction of microsomal oxidase activities
measured after three days (Panel B). These data were fit by the TCDD simulation model
providing an estimate of the Ah receptor dissociation constant (15 pM) in the rat.
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The dioxin simulation model was scaled from mice to rats to examine expected tissue burdens

of TCDD on subchronic dosing and to estimate the binding affinity of the Ah receptor in vivo from

induction studies. By fitting enzyme induction data from McConnell et al. [30] with the simulation

model (Figure 3), the Ah receptor dissociation constant was estimated to be 15 pM. The simulation

model was used to analyze data from Rose et al. [31] in which rats were dosed daily with dioxin at

three dose levels for seven weeks. The simulation of this experiment included induction of the

microsomal binding sites. To obtain a coherent description of liver and fat concentrations at all three

dose levels (Figure 4), the microsomal binding maximum increased from 25 nmol/liver in a naive rat to

200 nmol/liver in a fully induced rat. Because of induction, the observed liver:fat concentration ratio

is expected to be markedly concentration dependent, increasing as dose increases in the range of the

Rose et al. experiments. Nearly complete occupancy of the Ah receptor is predicted at steady-state for

the three dosage levels used; that is, down to 0.01 pg/kg/day. The TCDD simulation model for the rat

can be used to calculate Ah occupancy over the course of the bioassay (Figure 4), showing that the

incidence of tumors does indeed show a correlation with expected occupancy.

The TCDD simulation model was developed almost entirely from literature experiments tha'.

were not designed specifically to support a quantitative model for TCDD disposition. Only the

iodinated-ligand work in mice was done (at least partially) in response to experiments suggested by

the model. In this case, the expectation generated by the model was that the liver:fat ratio of TCDD

should be markedly concentration dependent at very low doses. The iodinated ligand experiment

amply verified this expectation (Figure 3). The simulation approach now sharply outlines the course

of experimentation for laboratory primate or human tissues. Estimates of the biochemical constants

for both binding sites, and for the inducibility of the microsomal binding sites, need to be obtained in

primates. Limited studies also might be considered to obtain these constants using human tissues

obtained from accident victims or from surgical procedures. With such data, an Ah-occupancy

simulation model for humans could be developed and used in risk assessment celculations. Any

combined PB-PK and pharmacodynamic model for TCDD carcinogenesis must include a step

accounting for the promotional efficacy of the Ah-TCDD complex. More refined human TCDD risk

assessments will be highly dependent on assumptions about the relevance to humans of these

promotional advantages in rodents. More complete simulation models for the intriguing biological

effects of TCDD await a better understanding of the detailed mechanisms of its cellular activity.

CTFE Oligomers

Ongoing studies at the Toxic Hazards Division with CTFE oligomers provide an example of

aggressive development of a simulation model early in the course of toxicity testing. CTFE oligomeric

fluids are potential candidate materials for use as inert, nonflammable oils, lubricants, and waxes. In

a 90 day inhalation study with a mixture containing trimeric and tetrameric components, marked liver
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Figure 4. Simulation of Liver TCDD Concentrations during Chronic Administration. The TCDD
simulation model with induction of microsomal binding proteins was used to describe
literature data at three daily doses of TCDD for five days/week for seven weeks (Panel A).
The model then was used to estimate Ah occupancy for the doses used in the cancer
bioassay study (Panel B).
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damage was noted at inhaled concentrations of 0.25, 0.50, and 1.00 mg oligomer/L air [32]. The livers

of rats exposed to high concentrations were increased in size by as much as 300%. Individual liver

cells were grossly enlarged, and there were multiple changes in the subcellular architecture of the

cells, including increased numbers of peroxisomes (Figure 5). These changes were not fully resolved

nearly five months following the end of exposure. These changes were noted at all three exposure

concentrations. The response of the liver was very similar to that seen with perfluoro-n-decanoic acid

(PFDA), another material studied extensively by Air Force investigators at Wright-Patterson AFB

[33,34]. Increased steady-state urinary fluoride concentrations in the CTFE oligomer study were

consistent with metabolism of several jig of the CTFE oligomers per day (Figure 6). The most likely

explanation of these observations is that the liver effects were caused by the presence of persistent,

perhalogenated fatty acids produced by w-oxidation of the CTFE oligomers.

Experiments now underway are designed to determine a no-effect exposure concentration and

to ensure collection of quantitative data in both rats and primates to support a simulation model. The

simulation model uses a simplified PB-PK description to predict distribution of oligomer to tissues,

with metabolism to perhaloacids in the liver (Figure 7). Perhaloacids are eliminated slowly by urinary

and fecal excretion. PFDA, for instance, is eliminated from male rats with an elimination constant of

0.01/day; that is, they have a 70-day half-life [35]. The 90-day no-effect ih.ialation study will include

rats used specifically for measuring the liver concentration of perhaloacids during the exposure and

at various times post-exposure to estimate elimination rate constants for these acids. The goal is to

describe no-effect concentrations based both on CFTE airborne concentrations and, more importantly

for extrapolation, on the liver concentration of the perhaloacid.

The issue remaining after completing the rat inhalation studies and the acid toxicity studies is

extrapolation of the results to humans. The questions are both qualitative (will these acids have

similar toxic effects in humans?) and quantitative (is the dose-response relationship for the acids

similar in rodents and humans?). There is considerable debate over whether the rodent hepatic

toxicity of peroxisomal proliferating agents is really a relevant endpoint to use in a human risk

assessment. In this regard, chronic feeding studies in monkeys with perfluoro-n-octanoic acid (PFOA)

revealed no hepatic effects of this material [36]. In the rat, the primary target tissue of PFOA in these

chronic feeding studies was the liver.

To address these issues, the toxicity of the acid will be examined in a small number of primates.

These studdies will assess the tissue sensitivity to the CTFE acid and determine the elimination rate of

the acid from the primate by a sequence of biopsies in these animals. Second, rates of oligomer

oxidatic-i will be measured in vitro in rat, test primate, and, if at all possible, human liver samples.

These rates of oxidation to the acids can be used in simulation modeling to predict situations in which

CTFE acids are likely to accumulate to toxic concentrations in exposed humans.
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Figure 5. Pathological Observations on Liver from Rats Exposed to CTFE Oligomer Vapor.
Representative light and transmission electron microscopic pictures of the changes caused
by CTFE exposure for 90 days at 0.5 mg/L air. At the light microscopy level, cells were
markedly enlarged compared to controls (Panel A and B). When observed by electron
microscopy, there was an increase in peroxisomes and smooth endoplasmic reticulum and
alterations in morphology of the mitochondria as compared to the same control rats
(Panel C and D).
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Figure 6. Elimination of CTFE Oligomers and Fluoride in the Urine of CTFE-Exposed Rats. The data
for CTFE elimination representing concentrations of what are believed to be primarily
trimeric species of the oligomer were obtained by gas chromatographic analysis (Panel A).
The urinary fluoride concentrations were determined with a fluoride electrode (Panel B).
Smooth curves were generated from the CTFE simulation model.

The CTFE oligomer simulation model highlights the importance of rates of oxidation of the

oligomer to the acid and rates of elimination as crucial parameters for extrapolating toxicity of similar

chemicals. In this way the model itself can be used to screen chemicals for anticipated toxicity. For

instance, toxicity should be reduced if the rates of oxidation in vivo were reduced. In the present
manufacturing process, the CTFE oligomers are initiated and terminated with chlorine. Carbon-

fluorine bonds are more stable than carbon-chlorine bonds. Oligomers initiated and terminated with

fluorine instead of with chlorine may pose a significantly reduced risk of toxicity. To test this, we

simply measure the rate of in vitro oxidation of a fluorinated oligomer, compare it to that of the CTFE
oligomers previously examined, and simulate expected human accumulation of toxic acids with the

model. In this way a variety of potential candidiate materials can be screened without recourse to
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extensie animal testing. We are now screening a series of perfluoroalkylether fluids which also have

potential uses as oils. By use of these in vitro metabolic studies and computer simulation, the

toxicologistcan interact with engineering personnel early in the systems development process to

weed out candidate materials that are expected to have a high order of toxicity. In addition to

improving the utility of the toxicity tests, this interchange between the system engineer and

toxiciologist can minimize investment in costly engineering tests which are overcome by adverse

findings in toxicity tests conducted ;ate in the product development cycle.

PB-PK model for
CTFE oligomer
(metabolism)

Fluoride

Body"Boe" Lveri'sToxic effect

+ B d  B n "II 
i e  com partm ent"

Urinary Fecal and urinary
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Figure 7. Schematic of the Simulation Model for CTFE Oligomers and Metabolites. Metabolism of
the oligomer in the liver produces inorganic fluoride and perhalogenated fatty acid
analogs. Half the fluoride is rapidly eliminated and the other half is stored in the bone
matrix. The simulation model indicated that about 200 mg of the oligomer would have to
be converted to the acid during the 90-day exposure period to account for the amounts of
excreted fluoride observed during and after the 90-day exposure. The acids are presumed
to be the toxic form of these perhalogenated chemicals.

DISCUSSION

The design philosophy in using simulation to improve toxicity testing is to quickly generate

PB-PK models for the behavior of parent chemical and major metabolites in the test animal. The data

to generate these models can frequently be obtained from simple in vitro experimentation or limited

in vivo studies. Pharmacokinetic data acquisition then can either precede or proceed in paraliel with

toxicity studies. In either case, the strategy is to develop a target tissue dose simulation model that

can quickly be applied to subsequent experiments and conveniently appled to p, edict behavior

under other experimental conditions and in other species, especially humans. This very ambitious

approach to the conduct of toxicity studies is not at all out of the realm of possibility for the great

majority of chemicals under test. In fact, often much of the information needed to create PB-PK

models is already available, although somewhat dispersed, in the toxicology literature. In recent years
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PB-PK models have been developed for a variety of chemicals, including polychlorinated biphenyls

[37], dioxin [221, cancer chemotherapeutic agents of various kinds [38], halogenated hydrocarbon

solvents [39], and several commercially important drugs [40]. These studies create a data base guiding

the rapid deployment of modeling for subsequent chemicals. A good description of the role of

pharmacokinetics in developing toxicity testing protocols has also been provided [41].

As toxiciologists gain experience in the use of these simulation models for estimating tissue

dose, their development and validation will correspondingly require less work. The ideal will be

development of simulation models based on structure-activity relationships for solubility, binding

properties, metabolism, and such, and limited in vitro studies with isolated cell lines or subcellular

organelles. We are very close to this ideal with the low-molecular weight, chlorinated hydrocarbon

vapors, and with the extensive data base on the in vitro characteristics of TCDD-analog receptor

binding, not too far off from this ideal for some of these higher molecular weight chlorinated

hydrocarbon contaminants.

Intellectually, the ability to predict a particular outcome is itself a powerful tool for improving

the information content of an experiment. With conventional PK modeling, time-course data are

central and is fitted to obtain a description of the data without regard to the mechanistic

underpinnings of the behavior. Simulation models in effect say that the behavior is predictable from

a few basic parameters. When a simulation agrees with data, there is cause for increased confidence

in the accuracy of the physiological description of the animal-chemical system. When the model fails,

it points to a lack of understanding of the basic biological processes. The failure of a basic

physiological model for inhaled vapors for styrene [42], cis- and trans-dichloroethylene [43], and allyl

chloride [44] was the first evidence of complexities in the behavior of these particular chemicals.

Further study showed that the basis of the failure of the predictions were enzyme induction, enzyme

inactivation, and cofactor (glutathione) depletion, respectively. Without a PB-PK model, these data

would have been blindly fit and the information content ignored. Structural models, when they fail,

can be as informative, and frequently more interesting, than in the cases where they are cleary

successful in their predictions [1,2,3,43,45].

Another aspect of simulation modeling that leads to reduction in use of higher animals s the

focus on providing a quantitative understanding of the toxicity in one particular target species, the

rodent, and conducting extrapolation of crucial elements of the overall toxicologic mechanism to

primate or human target species. This is a very different emphasis from the prevailing approach,

which is to examine the toxicity qualitatively in- -veral animal species and to extrapolate based on

the most sensitive species. In the simulation app. oach, the toxicity observed in the rodent is verified

as relevant for the primate by observa,;ons in restricted numbers of animals or preferably in isolated

tissues. To our minds, there is little to no justification for examining other species, such as the dog, for
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instance, unless there is a compelling biological reason for believing that some other species is

particularly appropriate for the endpoint under study.

The most direct extrapolation occurs in models where critical parameters associated with

toxicity are identified in the rodent simulation model and where these same parameters can be

estimated directly with human tissues. Andersen et al. (461 conducted a simulation-based human risk

assessment of the carcinogenicity of methylene chloride. Mice exposed to either 2000 or 4000 ppm

methylene chloride for 6 h/day, 5 day/week, for two years, developed tumors of the liver and lung in a

concentration-dependent manner. The tumorigenicity appeared to be related to the rate of

metabolism of methylene chloride by a glutathione transferase (GST)-mediated conjugation with

glutathione. Analysis with the simulation model determined that the most critical parameters for

tissue dose of this GST metabolite were the estimated volume of the target tissue and the rate of GST

metabolism in the target tissue. As a result of this analysis, Reitz and co-workers [47] subsequently

measured the rates of GST conjugation with methylene chloride in vitro with lung and liver tissue

from four species: mouse, rat, hamster, and human accident victims. The constants derived from this

work then were used to refine the human risk assessment within the framework of a PB-PK model

that calculated liver and lung tissue dose of the GST metabolite [48].

For tissue dose extrapolation, these models readily support high-to-low dose, dose route, dose

rate, and interspecies extrapolations [1,7,46]. In addition, these models point the way toward

interchemical extrapolation. A successful simulation model faithfully introduces the important

biological parameters that regulate tissue concentrations and important tissue interactions. After a

model is successfully developed for one member in a class of related chemicals, the basic model

structure can be used to direct experiments for other chemicals in the class. With the volatile

chemicals, the partition coefficients and biochemical constants for metabolism control the disposition

uf parent chemical and major metabolites. With the polyhalogenated dioxins and furans and their

analog chemicals, tissue disposition is largely determined by the presence of specific binding sites in

various tissues and the rate of elimination. In rats and mice, elimination is controlled by rates of

metabolism. In humans and guinea pigs, unchanged parent chemical is eliminated in feces by passive

diffusion across intestinal tissue into the contents of the gastrointestinal tract. These processes are in

turn related to binding capacities and affinities of the proteins, rates of metabolism, and relative

solubilities in blood, intestinal tissues, and intestinal contents. Perhaloalkanes, CTFE oligomers, and

similar chemicals, including highly chlorinated paraffins [49], demonstrate a consistent toxicologic

picture that appears to be related to conversion of these chemicals to persistent haloacids. With

these chemicals, the predominant factors involved in toxicity are rates of conversion of the parent

alkane to acid metabolites, the life-time of the acid ;,, the body, and the relative biological efficacy of

the acid itself, Only the biological half-lives need to be determined in animals, and this can be done in
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nonterminal experiments by following urinary and fecal concentrations over time or by biopsies on

liver tissue.

In these simulations the improvements in protocol design and interpretive ability arise by

developing easily implemented models to predict relevant measures of tissue dose under a variety of

experimental conditions in various animal species. Tissue dose is an elusive concept. It ranges from

simple measures, such as chemical concentration, metabolite concentration, or integrated exposure

to these materials, to more biologically relevant measures, such as DNA adducts, macromolecular

protein binding, cellular mitotic rates, or increased gene expression, which result from the exposure

to an active chemical [4,61. While the simulation models discussed in this paper deal with the tissue

exposure to parent chemical and metabolite or with receptor occupancy, it is relatively easy to extend

them to include the more biological endpoints and focus more on tissue response (pharmaco-

dynamics) than on the chemical itself. In the future more and more simulation models will include the

biological response as well as the physical chemical aspects of chemical disposition. These

descriptions will formulate the pharmacodynamic consequences of chemical exposure in quantitative,

mathematical form. Examples of pharmacodynamic modeling have been provided for prednisolone

[50] and for chemical carcinogenesis [4].

A simulation model is really little more than a set of mass-balance differential equations that

are solved by numerical methods. These systems of equations can be readily solved by software

packages available from a variety of vendors. The models discussed here were all written for IBMPC-

compatible systems and used ACSL -Advanced Continuous Simulation Language, supplied by Mitchell

and Gauthier Inc., Concord, MA. The models for the volatiles and dioxin require about 1 minute

processor time on an IBMPC-compatible computer with an 80286 microprocessor and a 80287 math

co-processor. The software is also available for mainframe operation. The 90-day CTFE simulation

models were run on a Digital Equipment Corporation, VAX 8550 minicomputer. A demonstration

program for examining the distribution of volatiles can be obtained by contacting the authors or

Mitchell and Gauthier, Inc.
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SUMMARY

The LD50 test was introduced by Trevan in 1927 [11 for biological standardization of dangerous

drugs. Since then, the LD50 has gained wide acceptance as a measure of acute toxicity of all types of

substances. Recently, however, the LD50 test has been criticized as an unnecessary waste of resources.

Therefore, efforts have been made to reduce the number of animals used in such tests and to avoid

using this test unless required by regulations. A review of the literature has shown that a relatively

small number of animals per dose level (5) and a small number of dose levels (2 or 3) are usually

sufficient to calculate an LD50 and slope using moving average methods. In addition, one sex should

suffice because large sex differences are seldom encountered. When a formal LD50 is not required,

one of several approximate methods may be used to estimate the lethal dose. Further approaches

include in vitro cytotoxicity methods and computer-based structure-activity models. The in vitro

methods are still in an early stage of development and will require extensive validation before they

are accepted by the toxicology community. In conclusion, when LD50 tests are required, the most

economical approach should be used, without undue concern for statistical precision.

INTRODUCTION

The LD50 test was introduced by Trevan in 1927 [1] for biological standardization of potent and

potentially dangerous drugs such as digitalis extracts, insulin, and diphtheria toxin. For this purpose,

high precision was essential, and this required relatively large numbers of animals. In the years since

its introduction, the LD50 test has been used to evaluate the acute toxicity of a wide variety of

chemical substances including drugs, pesticides, industrial chemicals, cosmetics, and food additives.

For these purposes, a high degree of precision usually is not required.

In recent years, the LD50 test has been widely criticized as an unnecessary waste of resources,

especially in relation to the large number of animals used. Many investigators, including Weil [2],

Zbinden and Fluri-Reversi [3], Muller and Kley [4], Schutz and Fuchs [5], Lorke [6], and Depass et al. [7]

have shown that adequate information about the lethal dose of a substance may be obtained us.ng

far fewer animals than required by classical LD50 methods.
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In this article, the purposes of LD50 and acute toxicity tests will be reviewed. The importance

of various factors such as sex, sample size, number of dose levels, method of LD50 and slope

calculation, and skin abrasion in percutaneous application studies will be assessed, especially as they

affect the number of animals used in LD50 studies. Approximate methods for estimating lethal dose

requiring very small numbers of animals (6 to 10 per test) will be reviewed. Finally, posssible future

approaches will be summarized.

PURPOSES OF LDso AND ACUTE TOXICITY TESTS

It should be stated from the outset that a well-conducted "LD5 0 test" should provide

considerably more information about the toxicity of a substance than an estimate of the median

lethal dose. Zbinden [81 has reviewed the purposes of acute toxicity testing from a historical

perspective. It is clear that our perception of the reasons for performing such studies has changed

over the years since their introduction. For example, the use of this test as a means of standardizing

drug potency is now obsolete. Similarly, the calculation of a therapeutic index for drugs (i.e., the ratio

of the LD50 to the ED50 for the desired effect) now is considered to have very limited value. The ED50

should be compared not to the LD50, but rather to the lowest dose that produces a significant toxic

effect.

Information from LD50 tests has often been used to select doses for subsequent repeated-dose

toxicity studies. A well-conducted acute toxicity test can provide useful information for dose

selection. Because LD50 tests are usually the first investigations of the effects of industrial chemicals

on mammals, these tests very often do provide valuable data for selecting doses for subsequent

studies. This situation does not exit, however, for human pharmaceuticals, in that pharmacology data

are usually available prior to initiating toxicology studies. For other classes of compounds, such as

cosmetic ingredients, food additives, and contaminants (including animal drugs and their

metabolites), it is difficult to justify the need for studies designed to investigate the effects of single

large doses because such exposures rarely will occur in humans.

Useful information on the bioavailability of a compound may sometimes be obtained from

LD50 studies by comparing LD50 values with different routes of administration. Although LD50 studies

clearly cannot provide as much information as well-conducted pharmacokinetic studies, one may still

conclude that a compound that is as toxic by oral gavage as by intravenous injection is absorbed well

from the gastrointestinal tract.

Results of LD50 tests have been used to predict lethal doses and symptomatology of human

intoxications. Because LD5o values may vary greatly among different species, prediction of human

lethal doses from rodent LD5os should be made with caution. Nevertheless, well-conducted acute

toxicity tests can provide useful information about the kind of toxicity to be expected.
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Acute LD50 tests are or have been required by various U.S. regulatory agencies to provide

essential information on the potential toxicity of chemical substances. The Food and Drug

Administration (FDA) has required such data to support registration of pharmaceutical, food

additives, and cosmetic ingredients. However, this agency issued a policy statement on October 11,

1988, indicating that the "classical LD50 test is not a required toxicity study" [9]. This position was

confirmed more recently by the Director of FDA's Center for Veterinary Medicine [101. Similarly, the

Environmental Protection Agency (EPA) has required this test for registration of pesticides and

sometimes for other industrial chemicals. In a very recent announcement, the EPA suggested that

abbreviated tests be used when appropriate [11]. The Department of Transportation and the

Consumer Product Safety Commission also require limited LD50 data to establish the safety of

substances transported across state lines and for various commerical products, respectively.

Hickey [121 published the results of a survey of various manufacturers of industrial chemicals,

cosmetics, and pharmaceuticals. The responses indicated that most of the companies performed

acute toxicity tests, including traditional LD50 tests, and that the great majority of such tests were

performed to satisfy regulatory requirements. Although a majority of the companies used a limit

test, only a minority reported using an approximate lethal dose test.

FACTORS IN THE DESIGN OF LD50 TESTS

Sex
Although animals of both sexes are used routinely in most toxicology studies, there is evidence

that one sex may be sufficient for LD50 tests. Weil et al. [2] reported the results of 143 rat oral LD50

tests performed using both sexes. They reported mean LD50 values of 8.36 and 8.96 g/kg, respectively,

for males and females, and a correlation coefficient of 0.961. In only 8 of the 143 tests was the LD50

significantly different for the two sexes. Therefore, for this large group of predominantly aliphatic

organic compounds, the sex difference was not important.

Muller and Kley (4] reported the results of 152 LD50 tests, 81 in mice and 71 in rats. These tests

were conducted with drugs administered either orally or by intravenous injection. A significant

difference in LD50 for male and female animals was found in only 23 of the 152 determinations, with

the male LD50 being higher in 17 of the 23 cases.

In a similar study, Schutz and Fuchs [51 reported the results of 170 LDs0 tests in rats, mice, and

guinea pigs. Drugs of various classes were administered by oral and parenteral routes. A significant

sex difference was found in only 3 of the 170 determinations.

DePass et al. [71 summarized the results of 91 rat oral LD50 tests and reported mean LD50 values

of 2.47 and 2.13 g/kg for males and females, respectively. The correlation coefficient was 0.93,
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indicating a strong association between male and female LDS0 values for this large array of industrial

chemicals. Somewhat surprisingly, this small difference was statistically significant (p = 0.0002),

indicating that the male LDS0 values were consistently higher than the female values. Nevertheless, a

difference of this magnitude has no biological importance. DePass et al. [71 also analyzed the sex

difference data from rabbit dermal studies in which the compounds were applied to abraded or

unabraded skin. For 28 studies using unabraded skin, the mean LDs 0 values were 3.15 and 2.81 g/kg

for males and females, respectively, with a correlation coefficient (r) of 0.96. Again, this sex

difference was statistically significant (p = 0.03) but not biologically meaningful. Corresponding

values for abraded skin were 0.93 and 0.94 for n = 17 and r = 0.73. Finally, Bruce [13] reported the

results of 48 rat oral LDs0 tests with various household products. For these studies, the LD50 value for

males averaged 29% higher than that for females. In 13 of the 48 cases, the male values were

significantly (p<0.05) higher than the female.

The results summarized above indicate that sex differences are usually not important in LD50

studies. Although the rat oral data of Bruce [131 and DePass et al. [7] suggest that females may

generally be more sensitive than males, the sex differences reported were usually within the limits of

reproducibility of the LDS0 bioassay and, therefore, not biologically significant.

Number of Animals per Dose Level

The number of animals required at each dosage level of an LD50 study has been the subject of

discussion for many years. Weil et al. in 1953 [2] summarized the results of rat oral LD50 data for

24 compounds. The mean LD50 values were 4.64 and 4.76 g/kg for n = 5 and n = 10, respectively, with

a correlation coefficient of 0.988. For percutaneous LD50 tests in rabbits they reported mean LDs 0

values of 3.03 and 3.17 g/kg for n = 4 and n = 5, respectively, with a correlation coefficient of 0.977.

Schutz and Fuchs [5] analyzed data from 170 LDS0 tests involving three rodent species and five

routes of administration. They compared LDS0 values and confidence intervals when 4, 6, 8, or

10 animals were used at each dosage level. Their results indicated that, in most cases, acceptable LD50

values could be calculated even with four animals per dose group. DePass et al. [71 analyzed rat oral

LD50 data for 11 cc mpounds tested in both sexes. They found the mean LD50 values to be essentially

identical whether 5 or 10 animals were used at each dosage level. The correlation coefficient was

0.98 for each sex.

These data indicate that acceptable LD50 values can be obtained using no more than five

animals per dosage level. Doubling the number of animals results in no significant gain with respect

to our knowledge of the acute toxicity of most compounds.

76



Number of Dosage Levels

The number of animals used in LD50 studies depends, not only on the number treated at each

dosage level, but also on the number of dosage levels. The importance of the latter variable is more

difficult to evaluate since it is usually dependent on the method used for determining the LD50. For

example, the classical probit method typically requires relatively large numbers of animals compared

with certain other methods such as the moving average method. Schutz and Fuchs [5] using the

probit method found that five or more dosage levels were needed in 57% of rat oral studies, 31% of

rat intravenous (iv) studies, 55% of mouse oral studies, and 41% of mouse iv studies.

To evaluate the importance of number of dosage levels of LDS0 data, it is necessary to vary this

number while using a single method for calculating the LD50. Using this approach, DePass et al. [7]

calculated rat oral LDs 0 values for 10 compounds (mostly insecticides) using the minimum number of

dosage levels required for the moving average method (2 or 3 levels). They then added dosage levels

as needed to calculate LDs0 values by the probit method. The latter method required three to seven

dosage levels for these compounds. Finally, they calculated LDs0 values for both data sets using the

moving average method. The resulting LD50s showed excellent agreement with a correlation

coefficient of 0.99 between the two sets of data. Therefore, based on this admittedly small data set,

there was no advantage to using approximately twice as many dosage levels as the minimum

required by the moving average method.

Method of LDSo and Slope Calculation

Several methods have been used for calculating the LDs0 and the slope of the dose-lethality

curve. While it is beyond the scope of this paper to review and compare the various methods, it is very

useful to evaluate the differences in resources required by certain methods. For example, the widely

accepted probit method [14] provides statistically precise estimates of the LD50 and the slope. The

main disadvantage is that relatively large numbers of animals must be treated at doses close to the

LDs 0 to obtain adequate goodness of fit. Doses that produce 0 or 100% mortality cannot be used in

these calculations. Thus, it is rare that three or fewer dosage levels are adequate for an LDs0

determination (see Schutz and Fuchs [5] data cited above). By contrast, the moving average method

[15] requires relatively few animals (usually 10 to 20), does not exclude 0 or 100% mortality data, and

does not assume a linear dose-lethality curve. The main disadvantage is a relative lack of precision

when small numbers of animals are used. In addition, there was originally no method for calculating

a slope as required by some regulatory agencies. This deficiency no longer exists since the publication

of a method for slope calculation based on the moving average method (161.

To compare the results of LD50 determinations using these two methods, DePass et al. [7]

analyzed data from eight rat oral studies. The results indicated very strong association (r = 0.99)
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between the LD50 values calculated by these very different methods. A comparison of the slopes

yielded a similar correlation except that the moving average slope was generally significantly larger

than that calculated by the probit method. In a similar comparison of slopes using a larger data base

(35 dose-response curves), Weil [16] reported a correlation coefficient of 0.85. Although caution is

necessary when attempting to make general inferences from a limited data base, it is clear that very

different approaches can yield very similar LD50 and slope data.

Skin Abrasion in Percutaneous Studies

Because regulatory agencies have requested LD50 data on compounds applied to intact as well

as to abraded skin, the effect of abrasion on toxicity is of interest, especially since relatively expensive

rabbits are often used in dermal studies. DePass et al. [7] compared LD50 values for 20 compounds

applied to both intact and abraded skin of rabbits. The values were generally higher for intact than

for abraded skin, as one would expect if abrasion enhances penetration of the compound.

Correlation coefficients were 0.54 and 0.66 for males and females, respectively, indicating only

modest association between these variables. It is possible that variation in the abrasion technique

contributed to differences in the extent of enhancement of skin penetration, resulting in the

relatively weak correlations observed.

APPROXIMATE LD50 METHODS

Whereas the probit and moving average methods are well known and accepted by regulatory

agencies, other methods are available that provide useful information about acute toxicity including

estimates of a lethal dose or LD50 . These "approximate" methods have the disadvantage that they

may not be acceptable to some regulatory agencies. Their advantage is that they are very economical

in the number of animals used.

Approximate Lethal Dose Method (Deichmann)

The oldest of the methods to be described was published by Deichmann and LeBlanc in 1943

(17], which has recently received renewed interest. In this procedure, an arbitrary dose of the test

substance is administered to one animal. If the animal survives, a second animal receives 1.5 times the

previous dose. In this manner, increasing doses are administered until a lethal dose is achieved. This

lowest lethal dose is called the Approximate Lethal Dose (ALD). The major advantage of this

procedure is that only 6 to 10 animals are required for each test.

In 1948, Deichmann and Mergard [18] published an evaluation of this method in which they

compared the ALD with a traditional LD50 for a series of compounds having greater than a 100-fold

range in lethal dose. There was good agreement between the ALDs and the traditional LD50s with a

correlation coefficient of 0.98. Kennedy et al. [19] used the same approach to compare ALDs with
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conventional LDs0s for nine compounds. The results are shown in Tablp 1. The. results showed good

agreement between the two methods. The average number c , needed \as 1.8 for the ALD

versus 56.3 for the complete LD50.

TABLE 1. APPROXIMATE LETHAL DOSE (ALD) VERSUS CONVENTIONAL RAT ORAL LD50 (g/kg)

Conventional Approximate

Chemical N LD50  N ALD

Tetraethyl lead 36 20 5 26

Methomyl 53 40 5 26

Hexachlorophene 46 165 11 90

Adiponitrile 65 301 7 300

Caffeine 40 483 8 450

N-Butylhexamethylene diamine 35 536 7 1,000

Hexamethylene diamine 92 1,127 5 1,500

Bromobenzene 35 3,591 8 3,400

Carbon tetrachloride 105 10,054 5 7,500
(Kennedyetal., 1986) 119]

Up-and-Down Method (Dixon and Mood; Bruce)

The up-and-down method was introduced by Dixon and Mood [20] and was recently revisited

by Bruce (13, 21]. In this method, animals are dosed one at a time starting at an estimated LD50 dose.

If the first animal survives, the next animal receives a higher dose. If the first animal dies, the next

animal receives a lower dose. Doses are usually adjusted by a constant multiplicative factor such as

1.3. 1he dose for each successive animal is adjusted up or down depending upon the outcome of the

previous animal. Bruce [131 performed computerized simulations of this method for 10 substances

and compared the results with conventional probit-derived LD50 data. The up-and-down results

showed excellent agreement with the formal LD50 dose. In a confirmatory study [21], 10 substances

were tested in parallel using both methods. The results are tmmarized in Table 2. Again there was

excellent agreement betwe,, .he results of th e two methods. Whereas the conventional method

used 40 to 50 animals per test, the up-and-down method required only 6 to 9.
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TABLE 2. UP-AND-DOWN METHOD VERSUS CONVENTIONAL RAT ORAL LDs0 (g/kg)

Conventional Up-and-Down

Chemical No. N LD50  N LDs0

1 50 0.273 6 0.388

2 40 0.344 9 0.421

3 40 3.49 8 4.12

4 40 3.51 6 4.02

5 40 4.04 6 3.52

6 40 5.56 6 5.70

7 40 9.28 6 8.77

8 20 >10 3 >10.1

9 50 10.11 7 11.09

10 10 >20 8 22.4

(Bruce, 1987) 1131

Mollnengo Method

Another approximate method for determination of the LD50 was proposed by Molinengo [22].

This method is based on an empirical relationship between dose and survival time. The dose (D) is

plotted as a function of DIT, where T = survival time. The resulting f;nction is described by the linear

equation D = aD/T + b. The y-intercept, b, where the regression line intersects the ordinate, is the

smallest dose that kills 50% of the animals in an unlimited time, and represents an approximate LD5 0.

Molinengo [22] reported good agreement between approximate and conventional LD50 data for

several drugs tested in female mice. Only 6 to 11 mice were used for each test.

Although. this method may yield reasonable approximations of the LD50 for some compounds,
more recent data show less impressive agreement between the Molinengo LD50s and classical LD50s
[23]. This method has been criticized because of its relatively large variability, even compared with

other approximate methods such as the up-and-down method [24]. The Molinengo method also has

been criticized on theoretical grounds in that the dependent variable (T) appears on the abscissa (24,

25]. This violates one of the premises of linear regression; namely, that all of the error be expressed

on the ordinate.

British Toxicology Society Protocol

The British Toxicology Society (BTS) has proposed a protocol for acute toxicity testing that

minimizes the number of animal. ised as well as their pain and distress [26). In this approach the

animals receive 5, 50, or 500 mg/kg body weight.
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The initial dose is chosen, based on available information, to produce toxicity but no mortality.

Depending on the observed response, the dose is either increased or decreased by a factor of 10. Five

rats of each sex are tested at each dose level. Substances are assigned to one of four toxicity classes

based on the percent survival and signs of toxicity at a given dose. Results of a comparative study

indicated that 31 of 41 compounds were classified correctly when this protocol was compared with

the standard OECD protocol [26]. The BTS protocol used only 36% of the number of animals required

by the OECD protocol, and the percent mortality was only 13% of the number that died with the

latter protocol.

Other Methods

Other approaches to determination of the LD50 using small numbers of animals have been

published in recent years. The Noordwijk method [27] is a refinement of the Deichmann ALD

procedure, whereas the Lorke procedure (6] is another sequential method. These methods will

receive more credence when they have been subjected to independent validation.

FUTURE APPROACHES

Whereas even the approximate methods described above still depend on the use of animals,

other approaches have been developed that rely on structure-activity relationships in in vitro cell

culture data to predict acute toxicity.

Enslein and Craig [28] have developed a computerized statistical model for predicting LD50s.

Although this approach will require additional independent validation, the wealth of LDs0 data

available on a broad range of substances suggests that this may be one area of toxicology in which

animal studies eventually may be replaced by computer-calculated values.

Significant efforts also have been directed in recent years to development of in vitro methods

for prediction of acute toxicity [29]. As with the computerized structure-activity predictions, these

methods must be validated independently using a broad range of substances before they can be

considered as replacements in in vivo studies.

DISCUSSION AND CONCLUSIONS

Because of the inherent limitations in the value of LD50 data and because of the need to

conserve animal resources, the routine use of large numbers of animals to calculate statistically

precise LD50s can no longer be justified. This position has been taken by the FDA and the EPA, which

no longer require classical LD50 data. In fact, the EPA has formally endorsed the approximate lethal

dose, up-and-down, and moving average methods described above [11]. Their recently revised policy

also suggests that only the more sensitive sex is required. Other international regulatory agencies,

including the Japanese Ministry of Health and We'fare, have also reduced or eliminated their
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requirements for LD50 data. This change of attitude toward LD50 data does not imply that there is no

longer any value in determining the potential toxicity of single large doses of a substance. Such data

can be very useful in characterizing toxicity and in designing future experiments. The necessary

information can be obtained with relatively small numbers of animals by using one of the

approximate methods described above. When regulatory requirements insist on more traditional

approaches, it is still possible to produce credible LD50 data while using small numbers of animals (less

than 20 per test). This may be accomplished by using the moving average method, which can provide

an estimate of the LD50 with confidence limits and/or a slope, when required.

It should be clear from the preceding discussions that there is no unive -sally recognized ideal

protocol that can provide acceptable LD50 data while also minimizing the use of animals. Within the

foreseeable future, the approximate methods may be deemed acceptable by all regulatory agencies

around the world. Until that time, however, we are faced with the challenge of developing protocols

that are economical in use of animals and yet acceptable to regulatory authorities. The following

protocol is proposed as one approach that may be acceptable to all parties involved in the safety

evaluation of chemial substances. When using this protocol, or any other protocol for acute toxicity

studies, it is essential that nonlethal endpoints, such as clinical signs, be recorded and evaluated.

Proposed Acute Toxicity Protocol
* Assuming that no previous in vivo studies have been performed, use structure-

activity relationships and/or in vitro data to predict acute toxicity of the substance.

* For compounds other than human pharmaceuticals, use limit test doses (5 g/kg oral,
2 g/kg dermal), unless there is reason (from step 1) to suspect that these doses will
be excessive.

e For human pharmaceuticals, give 100 times the expected clinical dose (or ED50 in an
appropriate animal model), unless there is reason to expect excessive toxicity at this
dose.

* Treat five animals of a single sex and species, preferably females, because they may
be generally more sensitive than males.

e If no mortality or significant clinical signs are observed at the limit dose, stop the
experiment. The substance may be classified as having low acute toxicity.

e If fractional mortality (less than 100%) and/or significant clinical signs occur, reduce
the dose by a factor of 2. Continue this process to define a nonlethal and,
hopefully, a no-observed-effect level (NOEL).

* If 100% mortality occurs, reduce dose by factor of 10, because the LD50 clearly has
been exceeded. Depending on the result at the lower dose, additional doses may
have to be increased or decreased by an appropriate factor so that an LDS0 can be
calculated by the moving average method.

* Dose a group of males at the estimated LDS0 to determine whether there is a
significant sex difference in toxicity. The protocol woud be repeated only if the
result were markedly different (e.g., 0 or 100% mortality).
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With this protocol, an LD50 with confidence limits and/or slope should be obtainable with

20 animals or less for most substances. The most difficult substances to study with a limited

sequential protocol such as this are those that cause delayed deaths or that have relatively flat dose-

lethality curves. These substances would have to be considered for more complete studies on a

case-by-case basis. Because most deaths occur within one week of dosing, this period should be

adequate for most compounds. If a compound produces delayed deaths, the more standard two-

week observation period should be used.

As a final comment, we may ask whether the need to protect the public requires the

administration of lethal doses to animals? All regulatory agencies now agree that it is unnecssary to

determine lethal doses in large nonrodent species such as dogs and monkeys. In the future, it may be

necessary only to administer large enough doses to characterize the toxicity of a compound in acute

toxicity studies.
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SUMMARY

Strategies for selecting chemicals for definitive, higher order toxicology tests are important

because physical and personnel resources are limited and chemicals vary widely in the need for

testing. The National Toxicology Program has developed strategies for selection of chemicals for

definitive tests in several areas of toxicology. In addition to the number of people, the extent of

human exposure, structure-activity considerations, and reports of observations in humans, specific

triggers are sought from animal studies and short-term tests or in vitro screening that impact the

chemical selection process and the design of definitive studies. Specific triggers in reproductive

toxicology, for example, include observations in prechronic toxicology studies in rats and mice:

weights and histopathologic examinations of reproductive organs, measurements of sperm

production and function in males, and estrus cyclicity in females. Comparable tissue-specific triggers

do not exist for developmental toxicity studies, and screening tests are not widely used for setting

priorities for the conduct of definitive developmental toxicology studies.

INTRODUCTION

This paper will deal with the progression of toxicological testing from prescreens through

screens, definitive studies, and supportive or interpretative studies. The intent of this paper is to

challenge the reader regarding the issue of whether the toxicological studies being conducted are

really definitive studies or whether they are, in fact, screening studies. Also, information is presented

on the results of a review of studies of the National Toxicology Program (NTP) regarding the use of

screens or trigger information in the area of reproductive toxicology.

TRIGGERS FOR TOXICITY TESTING

Scientists concerned about the potential adverse public health effects of chemicals in our

environment focus pimarily on the endpoints listed in Table 1. These endpoints of concern are listed

in the context of the triggers or considerations that establish the relative amount of concern we have

for each of these areas of toxicity. For example, one of the major public health concerns in the world

today is carcinogenesis. The triggers that drive this concern include structure-activity relationship

considerations for individual chemicals, as well as the results of subchronic toxicity studies; the fact

that people are exposed on a chronic basis is a major stimulus for concern over carcinogenesis. In

addition, positive results of prescreens for genetic toxicity or other nongenetic endpoints that could
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potentially result in carcinogenicity are also triggers. As for carcinogenesis, the triggers for our

concern over the toxicity associated with chronic exposure to chemicals include the chemical

structure, the results of subchronic toxicity studies, as well as the chronic exposure of people. In

contrast with the concern over carcinogericity, however, factors of great importance regarding

chronic toxicity are the potential of a chemical to cause delayed toxicity, due either to cumulative

toxicity or the potential of the chemical to accumulate in the body to toxic levels over prolonged

periods of exposure. Chemicals with long biological half-lives are more likely to cause toxic effects

upon long-term exposure to low levels than chemicals where the biological half-life is short and the

results of short-term toxicology studies predict well the dose levels at which effects will be seen from

chronic exposure.

TABLE 1. TRIGGERS AND RELATED TOXICITIES OF CONCERN

Concern

Heritable Devel- Repro-
Chronic Genetic opmental ductive Neuro- Immuno-

Triggers Oncogenicity Toxicity Damage Toxicitlf Toxicity toxicity toxicity

Structure activity X X X X X X X
relationships

Subchronic study results X X X X X
Chronic study results X X X

Exposure: acute or X X X X
short

chronic X X X

Positive prescreens:

genetic X X
nongenetic X X

Delayed toxicity X X

Long biological half-life X

Women exposed X

Developmental toxicity X

The main triggers for concern over heritable genetic damage include the chemical structure as

well as positive results from genetic toxicity screens. While genetic damage can occur from exposure

of any duration, the greatest concern is from acute exposure to large amounts of chemicals.

While the areas of reproductive and developmental toxicity often are thought of as being

closely associated, the closeness may be more important organizationally than it is conceptually. This

difference is reflected in the triggers of concern for these two areas (Table 1). In the area of

developmental toxicoiogy, structure-activity relationships have been useful in the past in predicting

this endpoint of toAicity across chemical classes. Because of the narrow window of susceptibility for
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teratogenesis or developmental toxicity, the duration of greatest concern is an acute short-term

repeated exposure rather than chronic exposure. Other triggers for concern are the positive results of

prescreens developed to predict teratogenic effects as well as the existence of situations where

women are exposed to the chemical. Regarding concern over reproductive toxicity, structure-activity

relationships are important along with the results of either subchronic toxicity studies. In both of

these studies, examinations of reproductive organs are important triggers for the potential of that

chemical to cause adverse reproductive effects. In contrast to developmental toxicity where the

exposure of concern is acute, the greatest concern regarding reproductive toxicity is from chronic

exposure. In some cases, where the results of a developmental toxicity study show a significant

reduction ;n fetal body weight or a significant decrease in litter size, the results of a developmental

toxicity study also can be a significant trigger for concern over reproductive effects.

The triggers for concern over neurotoxicity and immunotoxicity are similar in some regards, in

that both are triggered by chemical structure, the results of subchronic and chronic studies, and the

major concern is from acute or short-term exposure. In both cases, however, chronic exposure also

can be of great importance in causing these forms of toxicity. One aspect of neurotoxicity is that

acute exposure can result in delayed manifestations of toxicity, a response pattern that is sometimes

confused with the outcome of chronic exposure.

Strategies for Carcinogenicity Tests
Two different approaches to carcinogenicity testing are shown in Table 2. The major question

in this specific area of concern is whether the two-year carcinogenicity studies (which are frequently

erroneously referred to as "bioassay") are in fact a screen or a definitive study for carcinogenic

potential. During the early days of the bioassay program, the National Cancer Institute used the two-

year rodent carcinogenicity study as a screen for carcinogenic potential with the intent that definitive

studies would be conducted on tf ise chemicals that caused positive results. Unfortunately, the

definitive studies were seldom conducted as a sequel to the screens. Instead, we have expanded

these two-year screens to the extent that they use more animals and dose levels than in the past, and

many questions beyond carcinogenic potential are introduced into the design of these studies such

that they are no longer just a screen for carcinogenesis. In addition to carcinogenicity, we attempt to

get information regarding chronic toxicity and include groups of animals for special stop-studies or

start-studies or for information regarding complete carcinogenesis vs. promotion. Because of the

great cost and the long period of time required to do these studies, it is hard to consider that they are

simply a screen for carcinogenicity. Another consequence of using the two-year rodent studies as we

do today is that by the time these studies are completed, most toxicologists or laboratories are

unwilling to afford the great cost of doing additional complex testing for carcinogenic potential after

conducting a two-year rodent "screen." As a result, definitive studies for carcinogenic potential that
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are designed to better understand the pathogenesis and biology of carcinogenesis in the rodent

model are seldom conducted today. A real problem, though, with using the two-year study as a

screen, followed with a second two-year study for more definitive data, is the 8 to 10 years required

to run these studies in sequence. If a chemical is carcinogenic, that is a long time to test a hypothesis

before making a public health decision.

TABLE 2. TWO-YEAR CARCINOGENICITY STUDIES: SCREEN OR DEFINITIVE STUDY?

CARCINOGENESIS

Prescreen In vitro genetic toxicity studies

Screen A. Two-year rodent study B. Two-year bioassay
promotion models
Strain A mice
Transgenic mice

Definitive study Two-year rodent study
Interim sac
Stop-study
Multi-dose, large groups

Mechanistic and interpretative Chemical disposition
studies Oncogene activation

Cell turnover
DNA damage
Promotion models
Metabolic activation

As shown in Table 2, perhaps the two-year rodent studies should be redesigned with the intent

that they would serve as a definitive study for carcinogenicity and other studies would be used as a

screen. Such studies might include a true two-year rodent bioassay per the original intent, or other

studies of duration shorter than two years such as promotion models, tests in Strain A mice, or

perhaps studies in the future using transgenic mice where carcinogenic effects might be obtained in

periods of time considerably less than two years.

Whether two-year rodent studies are considered a screen or a definitive study in the future,

other studies that provide us information about the mechanism of toxicity or help us interpret the

results of carcinogenicity studies include those shown in Table 2. Chemical disposition studies, data

regarding activation of oncogenes, and data that relate to rate of cell turnover and other evidence of

cytotoxicityto the probability of a chemical causing cancer by nongenetic means are important. Data

regarding the potential of a chemical to cause DNA damage or other evidence of genetic toxicity

should be used in conjunction with the data describing the relative cytotoxicity of the dose levels at

which carcinogenic effects are seen. Promotion models, especially those that are specific for the site

of the carcinogenic effects seen in two-year studies, are helpful in understanding the potential

mechanism by which carcinogenic effects are caused. Also, the role of metabolism in the cause of

88



carcinogenesis is an important contribution of our understanding and the means of extrapolation of

animal data to humans.

Strategy for Reproductive and Developmental Toxicity Tests

Within the NTP, a strategy has been developed and implemented regarding the acquisition of

information (triggers) from subchronic toxicity studies that are useful in setting priorities for the

conduct of reproductive toxicity tests. Specific measurements are made at the termination of

prechronic studies in rats and mice that are helpful in predicting the likelihood of a chemical causing

a reproductive effect in either males or females and that aid in the design of the continuous-breeding

reproduction studies. The protocol is used as the definitive study for reproductive toxicity by the NTP.

Data that are collected, in addition to the routine histopathologic examination or reproductive

organs of both males and females, include, in the males, epididymis weight, testis weight, sperm

motility, sperm concentration, and sperm morphology examinations, and, more recently, testicular

spermatid head count. The procedures and the results of these examinations are summarized in two

recent publications [1, 2]. In addition to these observations in males, during the last week of

prechronic toxicity studies, the cyclicity of females is measured through examination of vaginal

smears. As an additional measure of the potential effect on females, the NTP also has been

examining the ovaries of females from continuous breeding reproduction studies to examine

folliculogenesis in the same sense that we and other laboratories examine the effect of chemicals on

spermatogenesis. In this examinaiton, follicle size is examined and categorized into groups of small,

medium, and antral follicles. Shifts in the number and size distribution of follicles are correlated with

changes in female fertility. In addition to their use as triggers for doing reproduction studies, certain

of these measures of reproductive status are more sensitive to chemical-induced injury than fertility.

A large decrease in sperm count, for example, can be tolerated by rodents without any effect on

fertility, whereas human fertility is affected by smaller changes in sperm count. Thus, the absence of

an effect on fertility of rodents does not preclude the possibility of an adverse effect of importance to

humans. Therefore, the NTP evaluated the relative predictiveness of measures of semen evaluation,

folliculogenesis, and female cyclicity for reproductive toxicity.

The predictiveness of these measurements in prechronic toxicity studies was evaluated by

making these observations in the adult animals in NTP continuous-breeding reprod' ction studies

where the data on these triggers, as shown in Table 3, could be compared directly to the outcome of

continuous-breeding reproduction studies in mice. The procedures here were the same as those used

for rats and mice at the end of 13-week toxicity studies conducted by the NTP. These endpoints, as

summarized in Table 3, were evaluated on the basis of sensitivity (the number of correctly identified

reproductive toxicants per number of reproductive toxicants in crossover mating trials), specificity

(the number of correct negative results per number of nonreproductive toxicants as determined by
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crossover mating trials); and accuracy (the total number of correct results per number of chemicals

tested). These results are from a relatively small number of total studies (10) where there was no

effect on male fertility. The two endpoints that were most predictive of the outcome of the fertility

studies were epididymis weight and sperm motility. For this set of chemicals, the other parameters

were less effective at predicting the outcome of reproduction studies. While intuitively it would seem

useful to consider collectively whether any testis or sperm parameter was affected, the sensitivity of

such a composite analysis was high (90%), but the specificity was unacceptably low (33%). The

relationship between a significant decrease in male body weight and a decrease in male fertility was

also examined in these studies. There was no correlation between a significant decrease in male body

weight in these studies and the male fertility.

TABLE 3. PREDICTORS OF IMPAIRED MALE FERTILITY AS ASSESSED BY CROSSOVER MATING
TRIALS IN CONTINUOUS BREEDING REPRODUCTION STUDIES

Sensitivity Specificity Accuracy
Endpoints % % %

R. epididymis weight 80 87 84

R. testis weight 80 67 72

Sperm motility 89 73 79
Sperm concentration 70 80 76
Abnormal sperm 67 73 71
Any sperm/testis parameter 90 33 56
Male body weight 50 47 48

Our examination of folliculogenesis has revealed great variability in the number of follicles, by

size, in the adult females in our continuous breeding reproduction studies at about 240 days of age,

as well as in the F1 female offspring at about 110 days of age (3]. The results of this examination are

summarized in Table 4. There was a correlation for some chemicals between an altered number of

follicles of one or more sizes and female fertility, but the impact of the large variability on the

sensitivity of this parameter for prediction of impaired fertility in females remains to be determined.

TABLE 4. FOLLICLE COUNTS IN FEMALES (CD-1 MICE) OF CONTINUOUS

BREEDING REPRODUCTION STUDIES.

Follicles/10th Section

Female Age Small Growing Antral

f., -240 days 236 ± 21 63 ± 21 6 ± 3

fl, -100days 408± 115 107±28 11 ±5
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Observations that can be made on animals of prechronic toxicity studies are thought to be

more useful in predicting the outcome of reproductive studies than developmental toxicity studies.

However, that may be so only because we have failed to ask the right questions regarding triggers for

developmental toxicity. Table 5 shows the major events that occur during development of

mammalian embryos that, if perturbed, could account for developmental toxicity, including

teratogenicity. Many of these events are not restricted to the developing embryo but, instead, also

are occurring in adult animals of the age used in prechronic toxicity studies. Events such as cell-cell

interaction, cell differentiation, cell attachment and recognition, mitosis, and other events that are

required to maintain homeostasis are occurring in adult animals as well as in embryos. Tissues such as

bone marrow and the epithelium of the intestinal tract would potentially be prime tissues to examine

the effect of chemical exposure on these basic cellular phenomena. Thus, with a little more creativity,

perhaps animals from prechronic toxicity studies could be providing information regarding the

potential of chemicals to cause developmental toxicity in addition to the potential to cause

reproductive toxicity.

TABLES. EVENTS DURING EMBRYONAL DEVELOPMENT THAT, IF PERTURBED, SHOULD ACCOUNT
FOR DEVELOPMENT TOXICITY

Cell-cell interaction Cell attachment

Induction/response Organ field formation

Differentiation Programmed cell death

Directed cell movement Rate of mitosis

Pattern formation Homeostasis

Cell recognition Other, known or unknown

The conventional triggers for the concern over effects on the developing embryo and fetus

come from prescreens such as studies in hydra, whole embryo cultures, limb bud cultures, micro-mass

assays, drosophila, cell culture systems, or other assays; short-term in vivo studies such as the one

developed by Chernoff and Kavlock (4], and more recently reviewed by Hardin [5], are predictive of

the outcome of standard developmental toxicity studies. Probably the most predictive screen of the

outcome of the teratology or developmental toxicity studies is the pilot study or the range-finding

study which is typically conducted to select dose levels for the traditional teratology study. These

pilot studies have become more extensive in the same sense that two-year carcinogenicity studies

have become more extensive and costly. Instead of being conducted to simply select dose levels for

the definitive developmental toxicity study, these pilot studies are not routinely conducted using

multiple dose levels and a modest number of animals per dose level. Examinations include fetal body

weight, the number of resorptions, and an external examination; as such, these pilot studies are very

highly predictive of the outcome of the definitive study. The questiorn exists here, as for

carcinogenicity, whether the final study that is typically conducted for the developmental toxicity
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evaluation is in fact a screen or a definitive study. Our inability to identify the mechanism of action of

most developmental toxins has discouraged the conduct of studies beyond screens to better

understand the development of adverse effects in the embryo and fetus.

To summarize, where do we stand today relative to the three endpoints of toxicity given most

attention in this paper - carcinogenesis, reproduction, and development? In the area of

carcinogenesis, we need to look more closely at what we expect from the use of the two-year

carcinogenicity study as a screen as opposed to using this study to evaluate, in a more definitive

manner, the biology of our rodent models and to better understand the pathogenesis of carcinogenic

effects in rodents. The area of reproductive toxicology is on the righttrack by extending beyond

measurements of fertility in rodents as predictors of adverse effects in humans. Evaluation of

endpoints such as sperm motility, testicular spermatid head count, and testis or epididymis weight are

important because they are more sensitive measurements than fertility, and some of these

measurments can be made directly in a noninvasive manner in humans. In the area of developmental

toxicology, the signals are less clear on where we should be going in the future. Screens that are

specific enough to provide information relative to the mode of action of developmental toxicants will

identify only those developmental toxicants that work by that mechanism and will miss agents

working by other mechanisms. Screens that are sufficiently complex to evaluate several of these

mechanism at once, such as a whole embryo system, will not provide much information regarding the

mode of action of developmental toxins. Regarding other potential triggers, we should examine

more closely the possibility of making observations on animals in prechronic toxicity studies where

the same events can be examined in certain tissues of adults that are the critical events in the

developing embryo, and could serve as a screen for predicting deveiopmental toxicity.
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SESSION I

PANEL DISCUSSION

Dr James Trosko (Michigan State): Dr Brusick, you have succinctly outlined the nature of this new

system. It is very impressive. I want to ask you, however, has this committee dealt with the basic

assumption on which this whole edifice is based? Namely, the short-term as well as the in vivo

genotoxic tests are assumed to tell you that the chemical is genotoxic if you get a positive result in the

assay. My point is we know every one of those assays, whether it's a molecular assay or genotoxicity

assay, the Ranraff test, UDS assay, sister chromatid, HGPRT, you just go on and on. All of those assays

have well-known artifacts that can lead to false positives. What is done in the generation of the

quantitative number that you get out of this system to consider those uncertainties?

Brusick: The approach that we have taken is that, number one, we do not want to start with the

assumption that we know what is a false positive or a false negative. We may think we know, but in

all cases we don't know. So, first of all, let's not bias ourself by saying we know that this test gives a

lot of false positives. Let the test tell us when it gives us a lot of false positives relative to the

consensus. We find that out and, in fact, we are finding it out very quickly that some tests do tend to

give you non-consensus answers. Now false positive, I think, in the sense you are talking about, might

be for carcinogenicity. We are looking at a genetic hazard. Whether it be somatic cell genetic hazard

or germ cell hazard. We are using the consensus for our purposes, now, to define the proper

response. And therefore, we are looking at tests that deviate from the consensus or the average

consensus. We have looked at many, many different ways of matching each test, or class of test,

against the consensus for a broad range of chemicals. So we are getting a feel for those that do not

fit the pattern. Also, if you look at enough tests, and unless they are all giving false positive results or

false negative results, the true results should dilute the false results and so, we are hoping that by

using a weight of evidence that the false responses (assuming that we do not try to judge which ones

they are) will be diluted out so that the consensus score will be approaching the right answer. So

those are a couple of ways that we are approaching it and it is difficult, but there is no way to get at

an absolute. We cannot go into every single test and say "I know this is a false positive." We started

with that with things like sodium chloride. We thought sodium chloride was giving us false positives

all over thi place. It might be, but I am not convinced. I think those are true positives. They are

certainly genotoxic results and they probably have some bearing on in vivo effect with sodium

chloride.

Dr Ray Yang (NIEHS): Just one point of clarification. When you say the score represents genetic

activity, are you referring to mutagenicity, or is this some sort of new term?

93



Brusick: Genetic activity. We do not want to talk about genotoxicity because to determine

genotoxicity all you need is a positive Ames test and you know the material is genotoxic. You can do

DNA binding studies, and you know it is genotoxic. I want something to tell me about genetic

hazard. By genetic hazard, I am referring to the risk to somatic cells or germ cells of genetic damage

that has diseased toxicological complications. So I am concerned about genetic risks (genetic hazard).

I do not know if that answers your question or not. Not genotoxic, not germ cell heritable mutation

per se, because I want to make it broader than that. So, I am saying that if we can use the word
cancer" hazard, because there are a lot of different kinds of cancer and a lot of different

mechanisms, I want to use "genetic."

Dr Harihara Mehendale (University of Michigan State Medical Center): I have one comment

pertaining to benzene. I wonder if the reason for negative results in in vitro tests might be

because of the solubility problems you encounter in in vitro tests, and I do not know whether you

have considered that problem in weighing out the in vitro tests, versus the in vivo.

Brusick: Yes, we can begin to look at whether or not certain types of tests, certain types of chemical

classes, show us this pattern. It may have to do with solubility, it may have to do with inappropriate

activation in vitro relative to the whole animal, it may have to do with a certain target cell

population. There are a lot of reasons, but we can now start putting into categories all of the

chemicals that show virtually no in vitro effect and a very strong in vivo effect. And we also have

chemicals that are just the opposite. Cadmium is all positive in vitro; dichloromethane, nothing in

vivo. How do we interpret those results, and should we give a different kind of weight for in vitro

and in vivo? We may have to do it by class; we can do it in a general way. Those are the things we

have not learned about the system. We have not asked those questions yet.

Mehendale: Presently you are not counting a certain number of in vivo tests and the same number of

in vitro tests. You are taking whatever tests are available and grouping them, and I noticed many

fewer in vivo tests for benzene. What is the reason?

Brusick: That reflects the data base. If we said we had to have 10 of each, we would have "1out 10

chemicals in our whole set. The only thing we did was to say that there must be at least three .n vitro

classes and at least two in vivo classes or we do not feel the system should be used. So those are the

requirements. Any less data than that, and the chemical has to be evaluated differently.

Dr Ugis Bickis (Queens University): A question for Lt Col Clewell. Your bioassay work on dioxin, was

that done specifically on the 2, 3, 7, 8, isomer or was it a mix?
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Clewell: We did not do any data collection at all at the AAMRL. This was modeling that was done on

the basis of data collected by others. However, the modeling was based on data from work with 2, 3,

7,8.

Captain Douglas Knight (Medical Corps, US Navy): Dr. DePass, have any of these alternative testing

methods been applied to behavioral responses to potentially toxic agents or toxic agents?

DePass: Do you mean bringing these animals through a form of behavioral toxicity battery?

Knight: Yes, as an endpoint rather than death.

DePass: Not to my knowledge.

Mehendale: Question for Mr. Enslein. With the SAR activity studies, have you looked at how you

could make jumps across species for predicting what organs specifically you might have in toxicities?

I am thinking about cancer as well as beyond cancer, carcinogenic effects.

Enslein: Did you say specifically organ-specific carcinogen effects?

Mehendale: I am asking two questions. One, across species from mice to men. The other, organs.

Enslein: Yes, I think I mentioned that we have done some interspecies work. The limitations that

exist are having d&ta in both species on a sufficient number of compounds. It has obviously been

possible in rodents, in some aquatic species, rabbits of course, too, but as far as human data are

concerned, the scarcity is too great, except perhaps for skin sensitization, dermal sensitization.

Insofar as organ-specific models are concerned, we have attempted to build a liver carcinogenesis

model and have been totally unsuccessful. That is, comparing liver carcinogenicity against all other

sites, we were totally unsuccessful so far. We only had about 80 compounds to do it with and we now

have more like 250, so we are going to try again soon. So far, I do not hold much hope. We have a

grant application pending for investigating ordinary hepatotoxic toxicity and that, perhaps, has a

greater chance. But not carcinogenesis, but any kind of hepatotoxic effects.

Dr Walter Switzer (Southwest Research Institute): I have a question for Dr. DePass. I agree that there

is a place for apoproximate lethal dose calculations in place of classical LD5 0, but the question is, in

the approach you use if you calculate an ADL for the female rats, and then you test a group of males

at the ADL level to determine if there is a significant difference, how do you go about doing that

because the estimate for the ADL for the females could encompass 0 to 100% effects.

DePass: Let me see if I understand your question. Were you referring to that last slide where I called

it an economical LD50 protocol?

Switzer: Yes.
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DePass: Well I wasn't really implying that that was an ADL; basically, it was just a simplified LDS0

protocol. But using that sim,, e protcv.,tl with females only, you could have made an estimate of the

LD50 for females, and all I suggested was that you would give that dose to males and see if you obtain

roughly the same results. That is, if you dose five animals, do you get two deaths, three deaths,

four deaths as opposed to zero toxicity, or 100% death for example, which might indicate that you

have a true sex difference, in which case you should go back and test males.

Switzer: Well, we found that with moving averages, which I think is the best of the lot, that even if

you would test the males you would come up with 100% response and there would not be a

significant difference because, what is your basis of comparison? Even if you got a 100% effect, it

would not indicate that it was significantly more toxic in males.

DePass: Your question is really addressing the issue of what is a significant difference, a significant

sex difference?

Switzer: Yes.

DePass: That is really very hard to define, you cannot really do it if you dose just one dose level. It is

simply an attempt. The question I propose is not, is there a significant difference, so much as is the

toxicity roughly equivalent as much as you can determine with a simple test with a small number of

animals? You are really not answering the question of is there a statistically significant difference

between the toxicity in the two sexes.

Enslein: I would like to make a comment on that. Acute toxicity test LDSO is really a logarithmic

parameter. To look at it in a linear way, that is on a linear scale, I think is biologically meaningless.

But whether a compound has an LDS0 of 1500 or 1650 mg/kg is totally meaningless because the

measurement alone will readily introduce a factor of two, even within one laboratory. Across

laboratories a factor of 10is not unusual. So to look at this parameter linear scale just has no

meaning. Yes, you can produce a t-test that shows a statistical difference but biologically it means

nothing. For the same reason I think it is important to consider structure activity models as an

alternative. If for nothing else, for dose, because with structure-activity models you can get within

the factor of two for at least 50% of the compounds, even on the relatively coarse models that exist

now and a factor of five for around 80 to 85% of them. This is as good as you would need most of the

time, even for criteria like DOT's (Department of Transportation) which is simply one level.

Dr Clay Frederick (Rohm and Haas Company): This is a question or comment directed to Dr. Brusick's

area. I am impressed with the general procedures presented for handling a variety of flawed or

partially flawed assays that we deal with in toxicology to try to draw a weight of evidence approach

to handling the toxicity of a chemical. I think it is a reasonable way of handling a variety of data that

may conflict at various levels of uncertainty, but what concerns me is looking back to when essentially
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Kenny Crump provided a similar procedure as an interim approach to handle risk assessment in the

carcinogenicity area, and I think now as we move on to hopefully better tools, these interim ways of

handling inadequate information or flawed information tend to assume almost a religious dogma in

some people's mind. Then as science moves on to what I would hope to be better techniques, it is

viewed with suspicion for trying to change the dogma. I guess that what I am thinking is, with regard

to short-term test, if someone like Jim Trosko comes along with the ultimate short-term test that hits

100% of the time, and if we were to drop it in some mindless way into this sort of weight-of-

evidence-type program, it would essentially be diluted out by all these other imperfect assays.

Brusick: Two comments. The first is I do not think that this will be a significant problem with the

proposed method because it is designed to look retrospectively. It is not designed for prospective,

meaning that we are not planning to use it to look at a new set of data because the testing strategies

have changed. We do not do 15 or 20 tests that often anymore. It really has its greatest utility on

data sets that already exist and require some decision making. The second comment is that if you are

talking about a short-term test for carcinogenicity that is perfect, I can buy that, there may be one

that is perfect. It should be recognized that if anyone had that, they would not want to drop it into a

scheme like this. You do not need to drop it into a scheme if it gives you a perfect correlation. But on

the other hand, if we are talking about genetic activity, I think it is going to be very difficult to know

that you have a perfect test. We do not have any criteria to judge a single test as being essentially a

perfect test for genetic activity. So, until that comes up I would not be too worried about that.

Schwetz: With the same system, Dave, sometimes when you look at the profile of the results of the

various tests, some of the outliers are more meaningful than what establishes the mean. As you come

down to an agent score, how do you retain the importance of those outliers?

Brusick: Let me start back. Some of the outliers will disappear because we have now added one or

two factors that will take away testness; some of the outliers are attributed to the fact that certain

tests handle chemicals on the average more efficiently than other tests. As an example, the cell

transformation assays tend to be, as a group, more sensitive on the average chemical. The reason is

that they handle chemicals more efficiently and they would then tend to make a compound appear

to be more positive, not because the chemical itself is more bioreactive, but because if you test it in
cell transformation assays you are going to get more high scores. We have recognized that and we

have taken all of the test systems and we have normalized all tests hopefully for testness. We have

removed testness and we have gotten the sense of the average efficiency with which all tests handle

chemicals. That reduces outliers. The other thing that we want to find out is whether we are trying

to define tests that are redundant and, if that is the case, then we want to eliminate outliers, and

whether we are looking for complementation, and therefore we would be looking at outliers as a

way of securing better information rather than eliminating outliers. So I think that that is a very good
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point; we have not yet d7cided how to handle outlier tests. They may either be tests that you want to
get rid of or there may be tests that you really want to keep because they tell you something that all

the rest of the tests do not tell you because they are essentially redundant. It is a good question and I

do not have any better answer.

Clewell: While we have got you on the spot, I would like to ask the question I did not have time to
ask before which was, I really like the system you have because it kind of definitizes the question and

lets it be explicit. What I am wondering is, now that you are looking at comparing your in vitro test

scores with the two-year test, on the one hand, you have in vitro batteries designed to look for

genetic effects and on the other hand you have the two-year bioassay that just looks for

carcinogenisis. How are you handling the question of the mechanism by which the chemical acts,

because it-seems like so many are considered to act by promotion or cytotoxicity as opposed to direct

genetic interaction?

Brusick: I would have to say that starting off we do not expect to find a good correlation; that is

number one. When we put the two side-by-side and we have sufficient numbers of chemicals where

we can make a direct comparison between the two-year studies from the NTP and the genetic activity

scores, I would say that we are not highly confident that we are going to get a one-to-one

correlation, that they are not going to rank the same ranking for that reason primarily. We do have

the option of looking at subsets; we can begin to then have a dual-track system that we already have
built into the thing. If we want to look at carcinogenicity, we can take the test systems, and through

other information, preweight certain tests that tend to give us a better correlation (give us higher

weights when we are trying to make a carcinogerietic prediction), down weight the test that do not,
and the other option is that there are being developed short-term tests and in vivo tests that are

prescreens for nongenetic carcinogens that we intend to put into this system and then add it as a

component of the final assay score. So that may get us where we %want to go.

Knight: Submariners are a group of workers who live in contaminated atmospheres for 60 to 90 days

and then repeat this sort of experience for their career. They are one population of humans,
therefore, that are chronically exposed to potentially toxic materials. We have not found any effect

of these atmospheres on submariners that you could label a toxic effect, or even a dangerous effect;

we are quite satisfied with their health. Nonetheless, as scientists, we are still looking for possible

adverse effects. I wonder if the panel members wish to address my comment as this morning's session

is entitled "Improvements in Toxicological Testing." Are there new ways of screening confined
humans for toxic effects when exposed to trace contaminants?

Schwetz: As we consider how to relate animal data to humans, we have been talking now through

the last few years about the ultimate goal of finding biomarkers of disease. We recognize that we do
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not have many of those, and the ones that we thought might have been useful end up being not as

useful as we had hoped, not very specific, so you back off and you hope that maybe we can find some

biomarkers of exposure. And I would hope that eventually either of these would become helpful to

these kinds of individuals as well as everybody else who is exposed to materials, whether it is

occupationally, or through drug use, or whatever it might be. But being more realistic in what can be

done today, I would like to just comment on one aspect of what I would assume is also part of the

submariner's life: not only is he confined there for a couple of months, but after a short reprieve he is

probably confined again to the same kind of environment. One of the things that a number of us are

concerned about that we do not evaluate to any great extent, is the effect of intermittent exposures.

We do intermittent exposures when we do daily, but I mean intermittent in that we expose animals

for two months, take them to a certain level of toxicity, and remove the exposure and allow them to

return to normal and then expose them again to find out if the same things happen. Does it happen

more intensely, does it happen more quickly, or do other things happen? And while there is a very

small amount of information in this regard, we do not have enough of a data base to say really what

the likelihood is for the response to the second, third, and fourth exposures, how that would compare

to what you would expect from the first one. Now it would seem that with cell culture systems or

with other systems we might also be able to address this issue, but maybe some of the others would

comment on that.

Dr Melvin Andersen (AAMRL): Never let it be said that I passed up an opportunity to pitch modeling.

One of the obvious things that can be done now that could not be done just a few years back is to do

physiologically based modeling of the differences that the exposure scenario makes. Clearly,

computer modeling can be useful in trying to see whether the particular environment of the

submariner might lead a particular chemical to be toxic in that scenario more so than in the typical

workday environment.

Dr Fred Miller (EPA): My question is directed to Dr Schwetz. Given the concern on chronic exposure

and given the extent of cardiopulmonary disease in this country in association with long-term

exposure, I was interested that you did not discuss triggers in this regard and, therefore, my question

is this: Is it your opinion that there ar , no triggers for the pulmonary toxicity area or is it simply that

this particular area has not been addressed thus far?

Schwetz: It is probably a combination of the two. In reviewing the agreement between what types

of cancers, for instance, or other chronic diseases we see in humans and what we have been able to

predict from animal studies, we recognize that the animal studies are limited in their ability to predict

the adverse effects of alcoholic beverages as well as cigarette smoking, where we have these types of

complications. The models do exist, to some extent, to look for these chronic effects from various

types of chemicals but they have been used on a very limited basis, and as most of the two-year
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studies or 90-day studies are done, we do not incorporate specific measurements of cardiovascular

function, partly because of having done these mostly in rats and mice. It would be a little easier to

assess these in dogs and primates, but they do not tend to end up being studied with the same kind of

confidence we have in the rodent studies.

Trosko: Dr Schwetz, I want to concur with your general take-home lesson that we really do have to

reassess the kinds of bioassays one uses for any of those toxicological endpoints that you reviewed as

well as some of the short-term tests. In particular, I guess, I want to reinforce your emphasis on

looking for common underlying mechanisms, and obviously for those few of you who know of my

work, it is very clear in most of those endpoints you have identified, whether it is teratogenesis,

reproductive dysfunction, neurotox, immunotox, cancer, all of those necessitate in a higher organism

one basic biological process, namely intercellular communication. Not only can there be developed

short-term screens for chemicals that modulate this very important process, but I think there will be

people here who will talk about developing schemes in vivo, and all I am saying is that here is a

common mechanism cutting across all of these toxic endpoints that heretofore most people have paid

no attention to.

Schwetz: Thank you for your comment. Hopefully there will be some test system, some mechanistic

endpoint, that if we learn enough about it as you are certainly moving the front forward, as we

understand one of those basic mechanisms better, it certainly will be more broadly useful than some

other more specific types of mechanisms that may be specific to one type of toxicity and not another.

We had an interesting meeting recently when we considered where we should be going in this area

of in vitro teratology, and after a day of having eight or ten of us together who had varying degrees

of experience from the standpoint of developing in vitro test systems and their applications to

teratology as a question, it was obvious that because of the complexity of the developing embryo as

opposed to the complexity or the simplicity (we don't know which it is) in carcinogenesis, we thought

that interaction with DNA might be sufficient to explain carcinogenesis, but it is obviously more

complicated than that. Nonetheless, if you measure changes in DNA, it is a fairly good prediction of

what is going to happen at some stage along the way if you have all the rest of the circumstances

right in carcinogenesis. But you can pick any one of those mechanisms or endpoints in the

development of the embryo, and which ones of those are sufficient to disrupt development that it

would result in some permanent damage, we do not know. If you pick one that is so specific that you

look only at, for instance, cell attachment, or cell growth, or maybe cell-cell communication, you end

up understanding some mechanistically useful information, but that may not be sufficient to cause a

developmental effect. By the time you get to the whole embryo where you get information that is

useful from the standpoint of predicting for another whole embryo, you can no longer address those
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mechanistic-type questions. Again, the likelihood that any one test system is going to predict

development is pretty small.

Mehendale: Some years ago we tried to determine what fraction of compounds that are carcinogens

are also teratogens and also Ames mutagens and the proportion is surprisingly small. At least insofar

as rodent two-year assays are concerned on the one hand. I do not know if that is indicative or

counterindicative of a single "test" being or a common underlying mechanism. We are about to

repeat that experiment with a fairly large number of compounds and I will be curious to see what

comes out of it.
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TOXICOLOGY OF CHEMICAL MIXTURES: EXPERIMENTAL APPROACHES,
UNDERLYING CONCEPTS, AND SOME RESULTS

Raymond S.H. Yang, H.L. Hong, and Gary A. Boorman

National Toxicology Program, National Institute of Environmental Health Sciences,

P.O. Box 12233, Research Triangle Park, NC 27709

SUMMARY

The toxicology of chemical mixtures will be the toxicology of the 1990s and beyond. While this

branch of toxicology most closely reflects the actual human exposure situation, as yet, there is no

standard protocol or consensus methodology for investigating the toxicology of mixtures. Thus, in

this emerging science, experimentation is required just to develop a broadly applicable evaluation

system. Several examples are discussed to illustrate the different experimental designs and the

concepts behind each. These include the health effects studies of Love Canal soil samples, the Lake

Ontario Coho salmon, the water samples repurified from secondary sewage in the city of Denver

Potable Water Reuse Demonstration Plant, and the National Toxicology Program (NTP) effort on a

mixture of 25 frequently detected groundwater contaminants derived from hazardous waste disposal

sites. In the last instance, an extensive research program has been ongoing for the last two years at

the NTP, encompassing general toxicology, immunotoxicology, developmental and reproductive

toxicology, biochemical toxicology, myelotoxicology, genetic toxicology, neurobehavioral toxicology,

and hepato- and renal toxicology.

INTRODUCTION

Chemical mixtures, as the term is applied here, encompass anything from two chemicals in

combination (most published toxicological interaction studies) to hundreds of chemicals in

combination plus unknown components (hazardous waste disposal site samples, diesel exhaust,

tobacco smoke condensate). Because of the unusually wide range of composition of the test samples,

it is not surprising that there are really no standard approaches and/or protocols to investigate the

health effects of chemical mixtures. In recent years, there have been efforts to distill the collective

wisdom from reputable toxicologists to provide guidelines and approaches for the study of the

complex mixtures. One notable example is the recent National Research Council publication [11 on

testing approaches for in vivo toxicological studies of complex mixtures. However, because of the

dearth of actual experimental information, this monograph, like several predecessors, is mostly

theoretical in character.

In the present paper, four actual examples of experimental approaches with different

objectives and techniques are given. The last example, a special initiative on the toxicology of
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chemical mixtures of environmental concern at the NTP, is described in detail to illustrated the

genesis, underlying principles, and the empirical attempts to reach the approach.

EXPERIMENTAL APPROACHES TO STUDY CHEMICAL MIXTURES

Toxicology Studies of Love Canal Soil Samples

Love Canal was a chemical and municipal waste dumpsite in Niagara Falls, NY, from the 1920s

until 1953, when it was covered with earth [2]. Subsequent residential development, including a

school directly bordering the landfill, eventually led to public concern over the potential hazard of

chemical waste to human health.

In 1984, Silkworth and coworkers of the New York State Department of Health reported

studies with female CD-1 mice designed to assess the toxic effects of exposure to the Love Canal

surface soil and its volatile components [2]. The salient points of the experimental design, methods,

and results are summarized below.

Test Samples. Soil samples (approximately 100 kg) were collected in 1978 from approximately

20 surface sites (to a depth of 30 cm) in the southern canal area. The samples were mixed, double

bagged (plastic bags), and sealed at the site. These bagged soil samples were stored in 5-gal steel

drums. Over the 2.5-year storage period, the investigators [2] stated the soil retained its moisture, as

assessed visually.

Experimental. The experimental approach is summarized in Table 1. Exposures of mice to Love

Canal soil samples were carried out in polystyrene cages containing about 1 kg soil/cage. The mouse

cages were in turn placed in sealed polypropylene chambers with dynamic air flow systems. For the

group of mice exposed to volatiles from the soil, the animals were housed on a perforated stainless

steel platform above the soil. For the group of mice exposed to the nonvolatiles and volatiles in the

soil, the animals were allowed to come into direct contact with the soil (i.e., without the platform).

Control mice were housed identically but without soil. In a separate set of experiments, the cages

(which are inside the exposure chambers) were covered with polystyrene lids to provide higher

concentration of volatiles. The soil was replaced weekly, and the animals were exposed up to 90 days.

Histopathologic, hematologic, and serum enzyme studies followed necropsy of all mice. Chamber air

and soil samples, both fresh and after the seven-day exposure period, were analyzed for volatile and

nonvolatile chemicals by gas chromatography and mass spectrometry.

Results. A total of 87 components were detected in the air collected in cages containing soil;

25 of them were identified. Eighteen chlorinated compounds were identified in the soil although the

identity of about 95% of the mass remained unknown. The concentrations of chemicals quantified in

the air ranged from 0.1 pg/m 3 (trichloroethylene) to 1,065 pg/m 3 (pentachlorobenzene) and those
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measured in the soil ranged from 0.2 pg/g (2,5- and 2,6-dichlorotoluene) to 26,848 pg/g (alpha-

hexachlorocyclohexane).

TABLE 1. EXPERIMENTAL APPROACH FOR LOVE CANAL SOIL STUDIES

Animals Female CD-1 mice; 10 mice/group

Duration 13 weeks

Routes Inhalation (continuous); 2 exposure levels
Inhalation + contact (continuous for both); 2 exposure levels

Soil 1 kg/cage/week

Endpoints Clinical signs, mortality, body Weight, food consumption,
hematology, gross and histopathology

Silkworth et. al. 1984 (2]

There was no mortality throughout the experiments. Mice exposed to elevated concentrations

(i.e., cages covered with lids inside the exposure chamber) of volatiles had increased body and relative

kidney weights. There were no chemically induced lesions in any animals exposed only to volatile soil

contaminants. Mice exposed to the soil for 90 days by direct contact and simultaneously to elevated

concentration of volatiles had centrilobular hepatocyte hypertrophy and increased relative liver,

spleen, and kidney weights. Liver appeared to be the primary target organ [2].

Toxicologic Studies of Contaminated Coho Salmon

The presence of toxic and hazardous substances in the Great Lakes has been a continuing

concern for many scientific organizations including the International Joint Commission on Great

Lakes Water Quality [3,4]. One of the most pressing problem! was the lack of knowledge of the

possible toxicologic interactions among these pollutants. To assess the health effects of the Great

Lake pollutants, Villeneuve, Chu, and colleagues of the Canadian government carried out two unique

toxicologic studies by feeding the Lake Ontario coho salmon and Pacific coho salmon (control) to

Sprague-Dawley rats [3,41.

Test Samples. Lake Ontario coho salmon were chosen for the studies because (1) fish are

thought to represent the main source for transfer of toxic contaminants in the Great Lakes to humans

and birds; herring gulls that fed on fish in the Lake exhibited toxicological signs consistent with

organochlorine poisoning [31; (2) coho salmon are large, carnivorous fish that have been shown to

accumulate relatively high levels of organochlorine contaminants in Lake Ontario, and (3) Lake

Ontario is the most contaminated of the Canadian Great Lakes. Pacific coho salmon were chosen as a

control test sample because (1) the levels of monitored contaminants in Pacific salmon were much
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lower (a few orders of magnitude) than in Lake Ontario salmon and (2) the use of control salmon

provides nutritional equivalency to experimental animals.

To prepare salmon-containing diets, sexually matured coho salmon (test salmon from Lake

Ontario, control salmon from the Pacific Ocean at Vancouver) were collected during the fall spawning

runs and immediately fileted and frozen. Following freeze-drying, the fish was milled, incorporated

into a ground cube diet (Master Fox, Purina Ralston), and pelleted for animal consumption. The levels

of freeze-dried fish in the diets were 1.45, 2.9, or 5.8%, which correspond to levels of approximately

5, 10, or 20% on a wet-weight basis [3].

Experimental. A 28-day study [3] preceded a six-month subchronic study containing a three-

month recovery period [4]. Because the dose levels were the same for both studies, only the six-

month study will be discussed here. Sprague-Dawley rats were used in the study at 20 rats/sex/group.

The salmon-containing diets (both the Lake Ontario salmon and Pacific salmon) were given at

1.45, 2.9, and 5.8% of salmon (dry weight), and the control rats were given ground Master Fox cubes

(Purina-Ralston). After 13 weeks, 10 ratssex/group were killed, and the remaining animals were fed a

fish-free diet for another 13 weeks. Toxic endpoints assessed included clinical signs, body and organ

weights, food intake, clinical pathology, biochemical analyses, gross and histopathology, and tissue

residue analyses for organochlorine contaminants.

Results and Findings. The contaminants showing the highest concentration in Lake Ontario

salmon were polychlorinated biphenyls (25.5 ppm, on a dry-weight basis), pp'-dichloro-

diphenyldichloroethylene (5.8 ppm), mirex (1.2 ppm), pp'-l , 1 -dichloro-2,2-bis(p-chlorophenyl)

ethane (0.7 ppm), photomirex (0.4 ppm), cis-chlordane (0.22 ppm), dieldrin (0.27 ppm), pp'-

dichlorodiphenyltrichloroethane (0.2 ppm), and trans-chlordane (0.11 ppm). All other contaminant

levels in Lake Ontario salmon were below 0.1 ppm. The animal toxicity study results indicated that

the Lake Ontario salmon-supplemented diet can cause mild biochemical, hematological, and

histological changes but most of these were reversible when exposure was terminated [3,4].

Denver Water Department Potable Water Reuse Demonstration Plant Health Effects Studies

To plan for meeting the anticipated future needs of water in the wake of dwindling water

resources, the Denver Water Department, for many years, has researched a plan to convert treated

wastewater to potable water. In May 1979, the Denver Water Department and the uS Environmenta!

Protection Agency (EPA) entered into a cooperative agreement to build a one million gallon per day

Potable Water Reuse Demonstration Plant to test, among other things, the feasibility of directly

utilizing recycled, purified wastewater effluent for drinking and other household purposes [5-8].
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The demonstration plant construction began in 1981 and was completed in 1984. The plant

has been operating since January 1984 and will continue operating through the animal toxicity

studies of health effects testing program, which is expected to end in 1990 [8].

The plant draws unchlorinated secondary effluent from the nearby Metropolitan Denver

Sewage Disposal District Number One treatment facility. Based on: many different trials, a final

treatment process train (Figure 1) including lime clarification, recarbonation, filtration, ultraviolet

disinfection, granular activated carbon adsorption, reverse osmosis (including air stripping), ozone

disinfection, and chloramine addition appeared to be the most desirable one.

Secondary sewage Lime clarification

Filtration 4 Recarbonation

Ultravioletdisinfection _ Granular activatedU carbon adsorption

Ozone disinfection Reverseosmosis

Chloramine addition , Finished
drinking

water

Figure 1. Treatment Process Train for Recycling Wastewater at the City of Denver Potable Water
Reuse Demonstration Plant.

The recycled water quality is excellent and has fewer and lower contaminants than the present

Denver drinking water based on extensive analyses of samples from these two water sources.

However, Denver Water Department, in an attempt to ensure product water safety, initiated a

comprehensive health effects testing program [8]. The general features of this testing program

consist of chronic toxicity and carcinogenicity studies and reproductive toxicology studies in Fischer

344 rats and B6C3F1 mice on the 500 x and 150 x concentrates of the current Denver drinking water

(control) and the recycled water. The major points of their experimental approach are given below.
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ExperimentalApproach. Several different methods of concentration including adsorption on

XAD resins, liquid-liquid extraction by continuous processing, and membrane processes

(ultrafiltration or reverse osmosis) followed by resin adsorption or solvent extraction were evaluated,

and the XAD resin concentration provided the best results [8]. Because the concentration processes

do not recover all the volatile contaminants, it was decided that any identified contaminant with a

concentration in excess of 1 ppb will be added to the reconstituted drinking water samples (at 1 SOX

and 500X the actual analytically determined values) for toxicology studies. The overall approach is

summarized in Figure 2 and, at the writing of this manuscript in February 1989, the animal toxicity

studies are in progress.

Recycled Present Denver

drinking water drinking water

Concentrates
(XAD resins)

Addition of Addition of
certain compounds certain compounds

Reconstituted drinking
water for toxicology studies

IIF
(500x, 150x)

Chronic Toxicity/Carcinogenicity Study
Reproductive Toxicity Study

Figure 2. Experimental Approach for the City and County of Denver Health Effects Studies of
Recycled Water.

Toxicology of a Chemical Mixture of 25 Groundwater Contaminants

Under an interagency agreement with the Agency for Toxic Substances and Disease Registry,

the NTP was to study chemicals and chemical mixtures that are found at or near hazardous waste

108



disposal sites. Because there is no such thing as a representative sample of the more than

25,000 known hazardous waste disposal sites, the NTP took the approach of studying the health

effects of a chemically defined mixture of frequently detected groundwater contaminants near

hazardous waste disposal sites. The rationale for the decision was based on several facts: (1) a

representative sample for the possible mixtures present in the more than 25,000 hazardous waste

disposal sites cannot be obtainec.; (2) groundwater represents a precious national resource and the

contamination of groundwater has become an increasingly alarming problem; (3) the leaching of

chemicals into the groundwater from hazardous waste disposal sites provides a "commonality" to all

hazardous waste disposal sites, thus formulating a basis for a more representative sample; and (4) the

study of health effects from a chemically defined mixture of the most prevalent groundwater

contaminants near hazardous waste disposal sites would complementthe efforts by other

laboratories which concentrate their efforts on either binary chemical mixtures or complex chemical

mixtures of uncertain identities.

The background information on the genesis of a toxicology program on chemical mixtures

simulating groundwater contaminants at the NTP in the National Institute of Environmental Health

Sciences (NIEHS), the rationale for investigating a chemically defined mixture containing 25 organic

and inorganic compounds, the guidelines used to select the chemicals, the theoretical exercises

leading to the setting of target-dose levels, and the experimental approach and design were reported

in detail in an earlier publication [9]. Some of the initial results on the developmental chemistry

work, suitability of such a mixture for toxicological studies, immunotoxicity, male reproductive

toxicology studies, and other aspects of health effects on this chemical mixture have been published

elsewhere [10-16].

The formulation, composition, and analysis of a technically achievable stock solution in

deionized water of a 25-chemical mixture were given in detail by Yang et al. [14]. With some

exceptions, the concentrations of individual components in this stock are approximately at their

respective 90% saturation levels in this particular matrix. This stock solution is too concentrated to be

used for animal experimental work because of palatability (i.e., water consumption reduced by 90%)

and mortality problems (16]. Therefore, in subsequent animal studies, particularly those studies with

experimental periods of three months or longer, a 10% solution of the stock was used as the highest

dose, as shown in Table 2; the other doses were usually 5% and 1% of the stock or lower [10-13,15].

The concentrations of the 25 component chemicals are comparable to the respective EPA average

survey values in groundwater near hazardous waste disposal sites (Table 2), as the ratios in Table 2

illustrate, with the exception of three chemicals (all metals) tnat are greater than tenfold higher than

the EPA survey values; in fact, eight chemicals were below tne average EPA survey values. Two actual

examples of pollution, trichloroethylene (TCE) in the potable water wells of Silicon Valley, CA, and
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TABLE 2. COMPARISON OF CONCENTRATIONS OF THE COMPONENTS OF THE 25-CHEMICAL
MIXTUREa DOSING SOLUTION WITH EPA SURVEY RESULTSb

A B
EPA Survey High Dose Ratio

Chemical Mean Results (ppm) Concentrations (ppm) B/A

Acetone 6.9 53 7.7

Arochlor 1260 0.21 0.01 0.05

Arsenic 30.6 9 0.29

Benzene 5.0 12.5 2.5

Cadmium 0.85 51 60

Carbon tetrachloride 0.54 0.4 0.74

Chlorobenzene 0.1 0.1 1

Chloroform 1.46 7 4.79

Chromium 0.69 36 52.2

DEHP 0.13 0.015 0.12

1,1-Dichloroethane 0.31 1.4 4.52

1,2-Dichloroethane 6.33 40 6.32

1,1-Dichloroethylene 0.24 0.5 2.08

1,2-trans-Dichloroethylene 0.73 2.5 3.42

Ethylbenzene 0.65 0.3 0.46

Lead 37.0 70 1.89

Mercury 0.34 0.5 1.47

Methylene chloride 11.2 37.5 3.35

Nickel 0.5 6.8 13.6

Phenol 34.0 29 0.85

Tetrachloroethylene 9.68 3.4 0.35

Toluene 5.18 7 1.35

1,1,1-Trichloroethane 1.25 2 1.6

Trichloroethylene 3.82 6.5 1.7

Xylenes 4.07 1.6 0.39

a 3 chemicals> 10 x the average EPA survey concentration
14 chemicals were 1lx to 10 x the average EPA survey concentration.
8 chemicalswere < I x the average EPA survey concentration.

b From Yang et. a.. [15], EPA survey wvas conducted by Lockheed Engineering and Mana~jeinent Services Company, Inc.,
July 1985.
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carbon tetrachloride (CCI 4) in Hardeman County, TN, should provide further comparison to the NTP

chemical mixture. In the former case, the TCE concentration in the worst polluted well in Silicon

Valley was 2.8 ppm [17] and, in the latter case, CC14 concentrations in the contaminated wells in

Hardeman county ranged from 0.061 to 18.7 ppm with a median of 1.5 ppm [18]. In comparison, the

NTP chemical mixture tested contained TCE concentrations at approximately 0.65, 3.25, and 6.5 ppm

and CC14 concentrations at approximately 0.04, 0.2, and 0.4 ppm. Therefore, the dose levels studied in

the NTP toxicology work were environmentally realistic concentrations in that they were comparable

to the heavily polluted groundwater near hazardous waste disposal sites. It should be noted that the

levels of contaminants in the drinking water of the overwhelming majority of the general population

in the United States are probably several orders of magnitude lower than those presented in Table 2.

As of February 1989, over 30 studies of varying size and duration have been completed or were

ongoing on this mixture at the NTP or at other agencies and laboratories under collaborative efforts

with the NTP. The areas covered included general toxicology, immunotoxicology, reproductive and

developmental toxicology, biochemical toxicology, neurobehavioral toxicology myelotoxicology,

genetic toxicology, hepatotoxicity, and nephrotoxicity. In the section below, some results from

immunotoxicology [11], hepatotoxicity (13,15], and myelotoxicity [12] will be discussed.

When this 25-chemical mixture of groundwater contaminants was given to female B6C3F 1 mice

for 14 days or three months in drinking water, suppression of immune function was seen in three of

the parameters examined at 5 or 10% (Table 2) of the mixture stock or higher [11,15]; the results are

summarized in Table 3. First, the suppression of bone marrow stem cell proliferation, as expressed by

the number of colonies formed of the granulocyte-macrophage (GM) progenitor cells, is presented.

Note the lack of response in the paired-water control group in the 14-day study; this finding suggests

that the immunotoxic responses seen had little, if anything, to do with the reduction of water

consumption in the treated groups. A clear dose-response relationship was demonstrated in the 90-

day study results on the suppression of bone marrow stem cell proliferation. The second

immunological endpoint affected is the suppression of antigen (sheep red blood cell)-induced

antibody-forming cells (Table 3); similar results, as discussed above, for the stem cell suppression are

also evident for this endpoint. Three host resistance assays following challenge with infectious

agents (Lysteria monocytogens, PYB6 syngenic tumor cells, or Plasmodium yoelih) were investigated

[11]. Altered resistance, as expressed by percent parasitemia, occurred in the group challenged with

Plasmodium (Table 3). These results collectively suggest that long-term exposure to heavily

contaminated groundwater such as the mixture in these NTP studies may represent a risk to the

immune system [111.

In a collaborative effort between the EPA and the NTP, we examined the effects of

pretreatment of the 25-chemical mixture of groundwater contaminants for 14 days to the
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TABLE 3. IMMUNE FUNCTIONS IN B6C3F1 MICE AFFECTED BY EXPOSURE TO A CHEMICAL MIXTURE
OF GROUNDWATER CONTAMINANTS

Exposure Level CFU-GM/ PFC/Spleen P. yoelii
(% Stock) 105 cellsa (X 103)b % parasitemiac

14-day study

0 59.8±6.0 172± 16 14.2± 1.2

0.2 57.2 ±1.3 231 ± 16 9.2 ± 1.0

2.0 55.4 ± 3.2 157 ± 24 19.8± 2.9

20.0 37.8 ± 0.4** 96 ± 16** 22.1 ± 2.9*

Paired 50.5 ± 1.3 172 ± 17 N.D.d
water

3-month study

0 55.3±2.1 189±49 10.1 ± 1.5

1.0 52.6 ± 2.9 120 ± 19 9.4 ± 2.9

5.0 43.5 ± 4.6* 144 ± 21 12.7 ± 1.9

10.0 29.6 ± 1.7** 93 ± 15 20.8 ± 2.9*

The CFU-GM, granulocyte-macrophage colonieswere assayed by incubating femoral bone marrow cells in the presence of
mouse lung conditioned medium as a colony-stimulating factor at 370C in 5% CO2 for 7 days. Colonies of >50 cells were
enumerated using a stereomicroscope. Values given represent mean ± SEM of CFU-GM per 105 cells for at least five mice
per group.

b The antibody response to sheep erythrocytes was determined by enumerating plaque-forming cells (PFC) in splenic
lymphocytes four days after primary immunization. Values given represent mean ± SEM of PFC per spleen for at least five
mice per group.

C Infection with the malarial parasite, P. yeolli, was determined by quantitating the percent parasitemia on days 10, 12, and
14 following injection of 106 parasitized erythrocytes. Only peak day, Day 12, of infection is shown. Value, given represent
mean ± SEM of eight mice per group.

d N.D. = notdone.

** Significantly different from control at p<0.01.
* Significantly different from control at p<0.05.
From Germolec et. al. 1111; Yang et al. (151.

hepatotoxicity of CC14 in male Fischer 344 rats [13, 15]. Preliminary results from a pilot study (see

Figure 3 for experimental design) are summarized in Table 4. The deionized water control group and

the drinking water chemical mixture alone group, at both low (1% mixture stock) and high (10%

mixture stock) dose levels, showed no histopathological changes in the liver. While the CC14 alone

group showed a typical mild centrilobular vacuolar degeneration at the dose level applied (0.075

mUkg), the pretreatment of a low dose level mixture did not alter the hepatotoxicity. However, the

high mixture/CCI4 group showed, in addition to the mild centrilobular vacuolar degeneration,
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minimal centrilobular hepatocellular necrosis as well. The necrotic changes in the liver in the high

mixture/CCI4 group also coincided with the elevation of serum aspartate aminotransferase (177% of

controls) and alanine aminotransferase (273% of controls). These findings suggest an enhancement
of hepatotoxicity of CC14 by the pretreatment of the chemical mixture of 25 groundwater

contaminants. A more detailed study is currently underway.

Vehicle

Deionized water

Days 0 1415

Vehicle

S25-Chemical mixture

Days 0 1415

CC14

!4 Deionized water

Days 0 1415

CC14

25-Chemical mixture

Days 0 1415

Figure 3. Experimental Design for the EPA/NTP Hepatotoxicity Study.

In the myelotoxicity study, the possible toxicological interaction of the 25-chemical mixture of

groundwater contaminants and whole-body irradiation (WBI) on hematopoiesis was investigated

[12] Exposure of B6C3F1 mice to the chemical mixture (5% mixture stock) markedly reduced bone
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TABLE 4. ENHANCEMENT OF CARBON TETRACHLORIDE HEPATOTOXICITY IN MALE FISCHER
344 RATS BY PRIOR EXPOSURE TO A MIXTURE OF 25 GROUNDWATER
CONTAMINANTS

Liver Histopathology
(No. Rats with Lesion)

Vacuolar

No.Animal Clinical Chemistry Parameters Degenera. Cellular

Treatmenta Groups Examined ASTb ALTb Normal tion Necrosis

Control/control 4 52.8 ± 4.4 35.0 ± 4.1 4 0 0

Low mixture/control 4 46.5 ± 2.6 32.7 ± 1.7 4 0 0

High mixture/control 4 53.8 ± 6.2 39.0 ± 2.2 4 0 0

Control/CCI 4  4 55.0 ± 3.9 47.0 ± 7.5 0 4 0

Low mixture/CCI4  4 52.5 ± 4.0 41.2 ± 7.4 0 4 0

High mixture/CCI 4  4 93.5 ± 36.5* 95.5 ± 49.7* 0 4 3
a The rats were given deionized water (control), 1% (low mixture), or 10% (high mixture) mixture stock for 14 days and

then dosed by gavage a single dose of corn oil (control) or CCL 4 at the rate of 0.075 mLikg in corn oil; the animals were
sacrificed 24 hours later.

b AST = aspartate aminotransferase; ALT = alanine aminotransferase.

Significantly different from the control/control group, the high mixture/control group, and the control/CCI4 group,
p<0.01.

From Simmons et al. [131; Yang et al. (151.

marrow stem cell proliferation following radiation injury resulting from repeated WBI at 200 rad

(Table 5). Even 10 weeks after the cessation of the chemical mixture treatment when all

hematological parameters were normal, a residual effect of the chemical mixture may still be

demonstrated as lower bone marrow stem cell counts following irradiation (Table 6). There is also an

indication that even at 1% mixture stock level an enhancement of radiation injury to hematopoiesis

may be detected if the exposure period is long enough (Table 7).

These examples provide a clue that the toxicology of chemical mixtures at environmental levels

will probably not involve acute toxic responses. It is most likely an insidious effect(s) disrupting the

homeostasis of the organism. The exposed animals may appear totally "normal" clinically or based

on conventional toxicological endpoints. However, such a subclinical state may provide a basis for

enhancement or potentiation of otherwise mild toxic responses from an acute exposure(s) of

chemical, physical, and/or biological agents. In this sense, the concept of a generic "promotor" or
"enhancer" for any possible toxicity may be advanced for the potential toxicologic consequence of a

mixture of environmental pollutants. These findings also raise the possibility for synergistic

interaction between a background long-term, low-level chemical mixture exposure and a subsequent

acute dose resulting from accidental exposure or drug intake including alcohol abuse.
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TABLE 5. GRANULOCYTE-MACROPHAGE PROGENITOR IN MICE AFFECTED BY GROUNDWATER
CONTAMINANTS AND IRRADIATION

Exposure Levels CFUGM/lO5CeIlsa

(% Stock Mixture) No Irradiation Two Irradiationsb

0 113±1 29±1

1 112±1 28±1

5 111±1 21±1*

a Female 86C3F1 mice were treated with a chemical mixture of groundwater contaminants in drinking water daily for 11.5
weeks. The CFE-GM, granulocyte.macrophage colonies were determined in both nonirradiated and irradiated mice
(five/group) one week after second irradiation. The CFU-GM, granulocyte-macrophage colonies were assayed by
incubating femoral marrow cells in methylcellulose media at 370C and 7% CO2 for 7 days. Colonies of >40 cells were
enumerated and expressed as mean ± SEM (five mice/group).

b Mice received 200 rads of whole-body irradiation at 3.5 and again at 10.5 weeks from the beginning of chemical mixture
treatment.

* Significant at p<0.01 vs. controls by Dunnett's multiple-range test.

TABLE 6. ALTERATIONS OF GRANULOCYTE-MACROPHAGE PROGENITOR IN MICE
RESULTING FROM A RESIDUAL EFFECT FROM AN EARLIER EXPOSURE TO A
CHEMICAL MIXTURE OF GROUNDWATER CONTAMINANTS

CFU-GM/10S Cellsa

10-Weeks 10-Weeks
Exposure Levels 2-Days Postexposure Postexposureb Postexposure

(% Stock Mixture) (No Irradiation) (No irradiation) (Two Irradiationsc)

0 112± 1 113± 1 56±2

1 109± 1 112 ± 1 52±2

5 89± 1* 112± 1 42±2**

a The CFU-GM, granulocyte-macrophage colonies were assayed by incubating femoral marrow cells in
methylcellulose media at 37°C and 7% Co2 for 7 days. Colonies of >40 cellswere enumerated and expressed as
mean ± SEM (five mice/group).

b Female 86C3F, mice were treated with a chemical mixture of groundwater contaminants in drinking water daily
for 15.5 weeks. These mice then were allowed to recover for 10 weeks without chemical mixture treatment.

c Mice received 200 rads of whole-body irradiation at two and again at nine weeks following the termination of
chemical treatment.

* Significant at p<0.01 vs. controls by Dunnett's multiple-range test.

DISCUSSION

Four different experimental approaches for the study of toxicology of chemical mixtures were

illustrated in this paper using actual examples of real-life problems. If a scientific panel were
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TABLE 7. ENHANCEMENT OF GROUNDWATER CONTAMINANT-INDUCED MYELOTOXICITY
BY REPEATED IRRADIATIONS

Exposure Levels CFU-GM/105 Cellsa

(% Stock Mixture) No Irradiation Four lrradiationsb

0 112±1 19±1

1 110±1 16±1*

5 83± 1** 12± 1**

a Female B6C3F, mice were treated continuously with a chemical mixture of groundwater contaminants in drinking water
for 25.5 weeks. The CFU-GM, granulocyte-macrophage colonies were determined in both nonirradiated and irradiated
mire (fivelgroup) one week after the fourth irradiation. Results are expressed as mean ± SEM.

b Mice received 200 rads of whole-body irradiation at the 3.5-week exposure and again three more times at seven-week
Intervals.

• Significant at p<0.05 vs. controls by Dunnet's multiple-range test.

** Significant at p<0.01 vs. controls by Dunnett's multiple-range test.

convened to critique these approaches, each approach would undoubtedly be criticized for

shortcomings in the respective designs. Does that mean the particular scientific panel would have

better alternatives? The answer is most likely a no! From a different angle, given any of these four

problems, different scientists would most likely resort to different approaches, each of which may be

weak in some regard. The underlying reason is that for an area as complex and difficult as testing of

complex mixtures, there are no perfect protocols. Neither are there any approaches that would

please everyone. Yet we, as responsible scientists keenly aware of the problems, cannot wait forever;

we must proceed with limited resources (money, time, personnel) and knowledge. Therefore, for

scientists interested in engaging research in this area, the following advice is offered: (1) keep an

unusually open mind; (2) any experimental approach is a good approach because even if it is a bad

design, someone else following the investigator's step may learn from the mistakes; (3) be ready for

criticism but do not be discouraged by it; and (4) during experimentation, assume nothing and always

anticipate problems. On a more positive note, this area of work is extremely stimulating and

gratifying. Those who can withstand the heat may find the reward far outweighs the frustrations.
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SUMMARY

We evaluated a variety of short-term bioassays to construct a battery of tests that could be

used for assessing the biological effects of potentially hazardous complex industrial wastes. Ten

samples were studied for hepatotoxicity; these samples and an additional five were studied for

mutagenicity. Although the data are limited to these samples, the results suggest that the Salmonella

assay (strain TA98) or a prophage-induction assay (both in the presence of S9) in combination with

determination of relative liver weight and levels of a set of serum enzymes in rats may provide a

battery of tests suitable to characterize complex industrial wastes for mutagenic and hepatotoxic

potential. The biological activities exhibited by the wastes were not readily predicted by the chemical

profiles of the wastes, emphasizing the importance of characterizing potentially hazardous complex

indlstrial wastes by both chemical and biological means. DNA from liver, lung, and bladder of rats

exposed to some of the wastes was analyzed by the 32P-postlabeling technique for the presence of

DNA adducts. A waste that produced mutagenic urine produced a DNA adduct in bladder DNA. The

implications of this approach for assessment of exposure to complex hazardous waste mixtures are

discussed.

INTRODUCTION

In the United States, wastes are classified as hazardous if they possess one of a number of

physical characteristics or if they are composed of certain industrial process wastes or contain

specifically regulated chemicals [11. Guidelines for characterizing the biological toxicity of hazardous

wastes have not yet been promulgated; however, knowledge of the potential biological toxicity of a

hazardous waste could augment the available chemical characterization and provide relevant

information regarding potential health effects.

Because hazardous wastes may contain a wide array of chemical mutagens, and because no

single bioassaywill detect all chemical classes of mutagens, several short-term assays with different

genetic endpoints may be advantageous for screening hazardous wa5tes for genotoxic potential.

Consequently, combinations of short-term assays have been proposed as possible screening batteries

for hazardous wastes [2]. Nonetheless, most investigations of the genotoxicity of hazardous wastes
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have not used a battery of assays. Instead, most studies have used only the Salmonella assay [3,4],

although mammalian cells and other eukaryotic assays have been used to a limited extent [5- 7].

In addition to genotoxicants, many hazardous wastes also may contain chemicals that are

suspected or known hepatotoxicants. Hepatomegaly and abnormal liver function, with return to

normal on cessation of exposure, have been associated with human exposure to hazardous waste [8-

10]. The liver was a primary target organ in mice exposed subchronically to Love Canal soil [11]. Thus,

we have evaluated the acute hepatotoxicity of 10 chemically characterized wastes and assessed

whether the chemical analysis was predictive of the biological results.

This report summarizes the efforts of our laboratory to determine the usefulness of a variety of

short-term bioassays for assessing the genotoxic and hepatotoxic potential of hazardous industrial

wastes. Most of the wastes we evaluated have been partially chemically characterized, permitting

comparisons of biological activity and chemical composition. The chemical analysis indicated that

many of the wastes contained carcinogenic metals, chlorinated compounds, and solvents that are

detected poorly by the Salmonella assay [12-14]. Thus, in addition to the Salmonella assay, we

included a prophage-induction assay in Escherichia coil that may be more sensitive than Salmonella

for these classes of compounds [15,16].

Because in vivo mammalian metabolism may be a critical factor in the generation of mutagenic

metabolites from complex hazardous wastes, we studied the mutagenicity of urine from rats

administered hazardous wastes by gavage. Because most batteries include mammalian cell assays, we

evaluated a series of such assays and compared the results to those obtained with Salmonella for a set

of four diverse hazardous wastes. The advantages and disadvantages of testing crude versus

extracted waste samples are discussed along with some of the problems encountered when trying to

select appropriate test methodologies for a wide variety of hazardous waste types.

Measuring the extent of exposure of populations to complex hazardous wastes is of vital

importance. Thus, we explored the possible use of the recently developed 32P-postlabeling procedure

(17,181 to detect DNA adducts from tissues of rats exposed to two of the hazardous wastes. The

implications of these results for exposure assessment are discussed.

MATERIAL AND METHODS

Waste and Waste Extracts

Two sets of hazardous waste samples were used for these studies (Table 1). The first set was

obtained from Edward L. Katz, Hazardous Waste Engineering Research Laboratory, U.S.

Environmental Protection Agency, Cincinnati, OH. Three of the waste samples (A, B, and C) were

from three different industrial manufacturers. The remaining 12 samples (D through 0) were from
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three commercial hazardous waste incineration facilities that burn a mixture of hazardous wastes

composited from a variety of individual sources and from one incinerator whose waste source was not

specified. Each waste sample was analyzed for the presence of a limited number of priority organics

and/or metals identified in the U.S. EPA Appendix VIII list of priority pollutants (Table 2) [19].

Dichloromethane (DCM) extracts were solvent exchanged into dimethyl sulfoxide (DMSO), and crude

wastes and waste extracts were tested in the Salmonella assay. Crude wastes were ev31uated in the

phage-induction assay and administrated by gavage to rats to determine hepatotoxicity and to detect

mutagenic urine [20].

The second set of hazardous waste (Table 1) consisted of four wastes from four different

industries: coke plant, herbicide manufacturing, pulp and paper mill, and oil refining. These wastes

were obtained from Dr. M. McKown, Battelle Columbus Laboratories, Columbus, OH. DCM extracts

were prepared as described [21] and solvent exchanged into DMSO for bioassay. These four waste

extracts were tested in Salmonella and in the mammalian cell assays.

TABLE 1. PHYSICAL DESCRIPTION OF HAZARDOUS WASTES

Waste Description

Waste Set I
A Black, thin oil

B Black, oily liquid

C Black pourable tar
D Composite of aqueous wastes; watery liquid with oil drops

E Composite of organic wastes; thin, dark liquid

F and G Organic wastes; biphasic gray sludge with reddish-brown liquid
H and I Aqueous wastes; thin, gray slurry

J Composite of organic wastes; gray, thick liquid with suspended solids
K Similar to J, but lighter in color and thinner
Land M Composite of organic wastes; black, thin, pourable tar

N and 0 Composite of aqueous wastes; clear, watery liquid

Waste Set 2
P Light-brown liquid with suspended solids from coke plant

Q Brown-clear liquid from herbicide manufacturing plant

R Brown semi-solid with wood chips from pulp and paper mill

S Dark liquid with brown flocculant and oil drops from oil refining plant
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TABLE 2. CONCENTRATION OF CHEMICALS AND METALS IDENTIFIED IN HAZARDOUS WASTES (pig/g)
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Urine and Urine Extracts

Male Fischer 344 (F-344) rats were dosed with four different doses of waste C for 10 days before

collecting 24-h urine samples from three rats per dose. However, the available amount of waste

samples permitted the use of this protocol for only waste C. For nine other wastes, a single dose of

the crude waste was administered by gavage to male F-344 rats. All urines were collected on dry ice

for 24 h, centrifuged, filter sterilized, and frozen at -20°C. As reviewed previously [20],

Jiglucuronidase generally has been required to observe rodent urinary mutagenicity. Thus, all 10 raw

urines were tested for mutagenicity in Salmonella TA98 with S9 and A-glucuronidase. In case the

addition of P-dlucuronidase to the plate was inadequate to identify mutagenic urine from rats

exposed to the complex wastes, six of the raw urines also were extracted and tested as follows.

One milliliter of P-glucuronidase (Sigma Type VII from E. colt) at a concentration of 1000

units/mL of potassium phosphate buffer (0.15 M, pH 7.4) was added to 2 to 10 mL of thawed urine,

and the mixtures were incubated with shaking for 1 h at 37°C. Then, each mixture was poured

through two serially connected Sep-Pak C18 cartridges (Waters Associates, Milford, MA) followed by

water. Concentrates then were eluted with methanol, the methanol was evaporated, and the residue

was solvent exchanged into a volume of DMSO to produce 5- x concentrates, which were stored at

-200C.

Salmonella Assay

The Salmonella plate-incorporation assay was performed as described [22]. Wastes and waste

extracts were assayed at least twice (on separate days), in duplicate, in strains TA98 and TA1 00 in the

presence and absence of Aroclor 1254-induced Sprague-Dawley rat liver 59 (,-1 mg of protein/plate)

prepared as described [22]. Urines and urine extracts were assayed in strain TA98 in the presence of

S9 and P-glucuronidase (1000 units/plate). Raw urine and urine extracts were tested twice (on

separate days), each individually due to small sample volumes. A dose-related increase in the number

of revertants per plate was considered a positive response.

Phage-Induction Assay

The Microscreen phage-induction assay developed by Rossman et al. (15] was performed using

modifications described previously [23]. The two bacterial strains used for this assay are derived from

E. co/i B/r. WP2s(X) is a lambda lysogen of WP2s (trpE, uvrA); SR714 (trpE, uvrD3) is the indicator strain.

The lysogenic strain was exposed overnight to various dilutions of the crude waste both in the

presence and absence of S9. Following exposure, each suspension was sampled for the presence of

lambda particles by plating onto the indicator strain. The criterion for a positive response was an
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increase in the number of induced plaque-forming units per plate that reached or exceeded the

upper limit of the 99% confidence interval based on the negative controls.

Mammalian Cell Assays

Because of the limited amount of DCM extract of each of the four wastes used in the

mammalian cell assays, and because of the cost of performing a set of such assays with each extract, it

was not possible to perform the assays according to currently accepted protocols or established

guidelines. Instead, limited protocols were used that required a minimum number of setups and

amount of sample to permit an extract to be identified as a presumptive positive or negative. In

order to conserve sample, the dose range for each extract was estimated for all of the assays by

performing a preliminary cytotoxicity study in Chinese hamster ovary (CHO) cells. The assays then

were performed only once with only a few doses of extract and in the presence of S9. Otherwise, the

assays were performed essentially as described below.

The L5178Y/TK + I- -3.7.2C mouse lymphoma assay was performed in the presence of S9 as

described [24]. Cytogenetic effects induced by the four waste extracts in the presence of S9 were

determined by scoring for chromosomal aberrations and sister chromatid exchanges (SCEs) in CHO-

WBL cells as described (25]. The ability of the four waste extracts to induce morphological

transformation in BALB/c-3T3 cells was determined as described [26]. Metabolic activation was

provided by X-irradiated rat liver cells, and 12-O-tetradecanoyl-13-phorbol acetate was used to

promote the formation of the transformed phenotype.

Hepatotoxicity Assays

Ten waste samples were evaluated for hepatotoxicity as described [27]. Briefly, male F-344 rats

were exposed by gavage to a single dose of waste that ranged from 0.5 to 5 mUkg. Twenty-four

hours after dosing, the rats were weighed, anesthetized with 50 mg/kg of sodium pentobarbital ip,

and exsanguinated from the abdominal aorta. Serum chemistry profiles were obtained for

concentrations of total bilirubin (BILl) and activities of aspartate aminotransferase (AST), alanine

aminotransferase (ALT), alkaline phosphatase (ALKPH), and lactate dehydrogenase (LDH). The

activity of ornithine carbamyl transferase (OCT) was determined as described [271.

The liver was excised quickly, rinsed in saline, blotted, and weighed, and then relative liver

weight (liver-to-body-weight ratio) was determined. Samples from the left lobe were taken for open

histopathological examination; lesions were evaluated on hematoxylin- and eosin-stained tissue

sections. Data were analyzed as described by Simmons et al. (27].
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DNA Adduct Analysis
32P-ATP (3000 Ci/mmole, 10 mCi/mL of aqueous solution containing 5mM 2-mercaptoethanol)

was obtained from Amersham, Arlington Heights, IL. Polyethyleneimine cellulose thin-layer

chromatography plates were prepared as described previously by Gupta et al. [28] except thatthe

PEI solution (50% aqueous) was obtained from Aldrich Chemical Co., Milwaukee, WI. Micrococcal

nuclease and nuclease P1 were purchased from Sigma, St. Louis, MO; calf spleen phosphodiesterase

'was from Boehringer Mannheim, Indianapolis, IN; T4 polynucleotide kinase was from Pharmacia, Inc.,

Piscataway, NJ; and 32P-labeled orthophosphate was purchased from Amersham. All other chemicals

were of analytical grade.

Because of limited sample, one rat per treatment group was gavaged with waste M (5 ml/kg)

or waste L (2.5 mUkg) and then sacrificed 24 h following exposure. (These wastes were selected

primarily because they produced mutagenic urine). DNA was extracted from lung, liver, and bladder

according to the method of Gupta et al. [28]. DNA samples were analyzed for DNA adducts using two

versions of the 32p-postlabeling procedure [17, 18] with minor modifications as reported previously by

Gallagher eta!. [29].

Briefly, DNA samples (2.5 to 5.0 pg) were enzymatically digested to deoxyribonucleoside

3' monophosphates with micrococcal endonuclease and spleen phosphodiesterase. Then the digests

were either extracted with butanol or treated with nuclease P1. The mononucleotides were 32p.

postlabeled (50 pCi y-ATP) by polynucleotide kinase-mediated phosphorylation. Thin-layer

chromatography was used to separate the adducts. Areas of radioactivity were located by

autoradiography, cut out, measured by scintillation counting, and the adduct levels were quantified.

RESULTS AND DISCUSSION

The quantitative results of our genotoxicity studies of these wastes and waste extracts have

been published elsewhere [20,21, 23]; the qualitative responses are summarized here. Table 3

summarizes the mutagenic responses in Salmonella of the first set of wastes and waste extracts, the

mutagenic responses in Salmonella of the urine or urine extracts from rats gavaged with these

wastes, and the responses of these wastes in the phage-induction assay. Table 4 summarizes the

genotoxic responses of the second set of wastes in Salmonella and in the mammalian cell assays.

Liquid extraction, as opposed to solid-phase extraction, was the only extraction methodology

that was suitable for these diverse wastes. However, as discussed previously [20], DCM may not be a

suitable solvent for all types of wastes. Table 3 shows that DCM failed to extract mutagenic activity

from five wastes (L, M, G, F, and 0) that were mutagenic in their crude, unextracted form. Nearly

80% of these wastes would have been detected as mutagenic if only the crude wastes had been

tested. The additional time and expense required to prepare organic extracts of these wastes did not
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produce extracts that yielded much additional information that was not obtainable from the crude

wastes.

TABLE 3. GENOTOXIC RESPONSES OF CRUDE WASTES/EXTRACTS AND RAW URINE/EXTRACTS

Mutagenic Responses in Salmonella Phae
Crude Wastes Waste Extracts Induction

TA98 TA100 TA98 TA100 Urinesa Response
Wastes + S9 -S9 +S9 -59 +S9 -S9 + 59 -59 Raw Ext. +S9 -S9
C - -+ + + -+ -+ + + +

L + -- -- -- -+ + + +

M + -- -- -- + + + +

G + + - -- -- -- - + +

O + - -- -- -- - -

E - -- -- -- -- - NTb NT

H - -- -+ + - -- NT + +

J - + -- -- NT + -

K - -- -- -- -- NT - -

B - -- - NT NT NT NT - NT + +

A - -+ + - -+ + NT NT +. +

F - -+ + - -- -NT NT + +

D - -- -- -- -NT NT + -

I NT NT + +

N - -- -- -- -NT NT - -

a Urines tested in strain TA9)8 in the presence of S9 and P-gucuronidase.
b Not tested.

TABLE 4. GENOTOXIC RESPONSES OF WASTE EXTRACTS IN SALMONELLA AND MAMMALIAN CELLS

Genotoxicity in Mammalian Cells
Mutagenicity in Salmonella Mutagenicity Cytogenetic Effects

TA98 TA100 in Chromosomal
Wastes + S9 -S9 +S9 -S9 L5178YTTK+/- SCEs Aberrations Transformation
P + -+ + + +-

Q + -- -+ --

R + -- -+ +--

S - -- -+ +--
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However, not all wastes can be tested directly due to microbial contamination or physical state.

For example, highly viscous wastes are difficult to pipette and dilute, complicating the generation of

reproducible, quantitative results. Also, wastes with high or low pH may be highly toxic to cells and

may have to be neutralized before bioassay. Thus, extraction and fractionation procedures will be

necessary for some, if not most, hazardous wastes in order to examine their biological activity. An

innovative approach involving fractionation by thin-layer chromatography coupled with the

Salmonella assay has been shown to be useful with some wastes [4].

Judicious selection of a test matrix (and battery) is required in order to screen hazardous wastes

in a cost-effective manner without an unacceptable loss of detection capability. For example, all of

the wastes and waste extracts that were mutagenic in Salmonella in Table 3 would have been

detected if they had been tested only in the presence of S9 (Table 3), reducing the testing matrix in

half. Considering the results with both strains ( ± 59) with the crude wastes and waste extracts, there

were nine mutagenic wastes identified, seven of which were mutagenic in TA98 + 59. Thus, if the

crude wastes and extracts had been studied only in the presence of 59, nearly 80% of the mutagenic

wastes identified with the present matrix would have been identified.

Based on the wastes tested here, the urinary mutagenesis assay did not appear to be useful as a

rapid screen to replace or complement testing the wastes or waste extracts directly in Salmonella

(Table 3). Extracting the urines by means of C1i/methanol elution did not identify a urine as

mutagenic that was not identified as mutagenic from studies with raw urine (Table 3). Considering

the time and expense of performing the urinary mutagenesis assay, this assay was not a useful

adjunct to testing the waste or waste extracts directly for mutagenicity.

The phage-induction assay in E. coli detected five crude waste samples that, were not

mutagenic in Salmonella (Table 3). As described in the INTRODUCTION, the Microscreen phage-

induction assay has been shown to detect some carcinogenic metals and chlorinated organics and

solvents that are not mutagenic in Salmonella. Metals and compounds of these types are present in

most of the waste samples studied here [19], and the ability of some of these compounds to induce

prophage may account for the detection by the phage-induction assay of the five additional waste

samples. Accumulating evidence indicates that prophage induction (and the SOS response in general)

is a broader genetic endpoint than reverse mutation in bacteria [30-32], making it especially useful

for screening chemically diverse waste.

A comparison of the genotoxic responses of DCM extracts of four wastes in the Salmonella

assay to their responses in a set of mammalian cell assays indicates that the inclusion of mammalian

cell assays may not have improved significantly the ability to detect the genotoxicity of the wastes

beyond that afforded by the Salmonella assay alone (Table 4). Waste S was the only waste detected
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by the mammalian cell assays that was not detected by the Salmonella assay. The BALB/c-3T3

transformation assay did not detect any of the extracts as positive, even though all four were

genotoxic in one or more assays. Based on these limited results, it appears that this assay may not be

useful for screening hazardous wastes.

Currently, there is only a small data base on the use of mammalian cell assays with complex

mixtures, let alone with hazardous wastes. Perhaps some of the reasons for this are that mammalian

cell assays are difficult to use with toxic complex mixtures and are more costly and time-consuming to

perform than microbial assays. Recently, two studies [33,34] have shown that mammalian cell assays

may not provide much more additional detection capability than that afforded by the Salmonella

assay for pure compounds. Our results with these hazardous wastes suggest that the same may be

true for complex mixtures.

The results of the hepatotoxicity study have been published [27] and are summarized in Table

5. Based on histopathological evaluation of the liver, eight of the 10 wastes were hepatotoxic (Table

5). Under the experimental conditions, wastes H and 0 were nonhepatotoxic. Nine of the ten wastes

caused an increase in relative liver weight, and various wastes increased the serum concentrations of

different combinations of the serum enzymes and BILI (Table 5).

TABLE 5. SUMMARY OF HEPATOTOXIC EFFECTS OF WASTES

Histo- Relative
Dose path- Liver Serum Indicators of Hepatic Injury

Waste Na (m~lkg) ology Weight AST ALT LDH ALKPH OCT BILl

A 5 1 + b + -c - + + +

B 6 1 + + + -

E 4 2.5 + + - +

2 5 + + + + + +

G 5 5 + + - - +
H 6 5 + - -

J 6 0.5 + + + + +

K 6 0.5 + + + + + +

L 4 2.5 + + + - + -

M 5 5 + + + + + + -

0 6 5 - - -
a N = Number of rats used for evaluation of hepatotoxicity.
b A significant increase compared to concurrent controls.
C No changes compared to concurrent controls.

With histopathology as the criterion of hepatotoxicity, the best single predictor of

hepatotoxicity was relative liver weight [27]. Assessed individually, single serum indicators could not

distinguish hepatotoxic from nonhepatotoxic wastes. The inability of any single serum indicator to
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identify correctly the hepatotoxic samples was due to false negatives rather than to false positive [27].

Therefore, the five commercially obtained serum indicators (AST, ALT, LDH, ALKPH, and BILl) assessed

collectively to determine how well they predicted hepatotoxicity as a battery. The serum battery was

considered positive if at least one serum indicator was positive, and it was considered negative if all of

the serum indicators were negative. As a battery, the serum indicators correctly identified the eight

hepatotoxic waste samples and the two nonhepatotoxic waste samples [27]. The advantages and

disadvantages of the hepatic indicators for screening purposes have been discussed [35];

histopathologic evaluation was recommended rather than the serum battery in animal studies except

when results are required before pathology results are available. The potential usefulness of the

serum battery for monitoring human exposure to hazardous waste has been noted by Simmons et al.

[35].

The chemical characterization available for these wastes (Table 2) [19] is more extensive than

would ordinarily be available for most complex wastes and allowed for a limited assessment of the

relationship between chemical characterization and biological effects. Comparing observed toxicity

to that expected, based on a limited understanding of the chemical composition of the waste, is

important because one method used by the U.S. EPA to identify wastes as hazardous is based on

partial chemical characterization [36]. As discussed extensively elsewhere [20,23,27], the observed

biological effects (i.e., genotoxicity, cytotoxicity, and hepatotoxicity) were not readily predicted from

the chemical characterization data.

These results have important implications for assessing exposure to complex mixtures such as

these hazardous wastes. As discussed previously, the biological activities of these mixtures are not

readily predictable from knowledge of some of the chemicals present in the mixtures. Likewise, it is

unlikely that monitoring individuals for exposure to one or a few chemicals will provide highly

informative data regarding individual exposure to such complex mixtures. One possible approach to

determining exposure to complex mixtures that contain a variety of mutagenic and carcinogenic

compounds is the use of the 32P-postlabeling technique described previously [17,18].

In order to examine the feasibility of this technique for exposure assessment, we have analyzed

DNA from lung, liver, and bladder of rats exposed to wastes M or L, which were mutagenic, caused

DNA damage, were hepatotoxic, and produce.d mutagenic urine. One major DNA adduct was

detected in rat bladder DNA following the oral administration of 2.5 mUkg of waste L (Figure 1). The

relative adduct level was determined to be 3.4 adducts/ 109 nudeotides. DNA adducts were not

detected in lung or liver DNA from the rat gavaged with waste L. No DNA add ucts were detected in

lung, liver, or bladder DNA rom the rat gavaged with waste M. It is interesting that waste L, which

produced mutagenic urine that was relatively potent (259 revertants/mL of raw urine and 1586

revertants/mL equivalent of Cl,/methanol concentrate) [201, also produced detectable DNA adducts
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in the bladder. Apparently, mutagens in the urine were able to bind covalently to bladder tissue

DNA.

Control Treated
Bladder Bladder

Figure 1. Autoradiogram of PEI Cellulose Thin-Layer Chromatography Fingerprint of a DNA Adduct
Detected in Rat Bladder DNA 24 h after Gavage by Waste L. Autoradiogram was
developed for 4 days at -800C.

One main purpose in these studies has been to determine which individual bioassays or groups

of bioassays could serve as inexpensive, rapid-screening tools to assess the toxicity of a large number

of chemically different industrial wastes. The limited number of hazardous wastes that we have

studied here cannot be considered to represent the "universe" of wastes. In addition, there are many

other bioassays that we have not yet examined that may be useful for screening hazardous wastes.

Given these limitations, however, our studies suggest that the Salmonella assay using strain TA98 in

the presence of S9 or the phage-induction assay in the presence of S9 may be useful in screening

wastes for genotoxicity. Based on the available limited data, relative liver weight and a battery of

serum indicators appeared potentially useful tor routine screening of complex mixtures for

hepatotoxicity.

The combination of this hepatotoxicity assay with one of the genotoxicity assays might provide

a cost-effective, rapid, and simple battery of bioassays that could be used routinely to characterize

large numbers of waste samples. The possible role of 32P-postlabeling for determining adducts

resulting from exposure to hazardous wastes should be explored further in order to determine the

usefulness of this approach for assessing exposure.

Both government [37-39] and industry [2,40] have recognized the important role that short-

term tests could play in the toxicological assessment of hazardous wastes. We have reported here on

the use of only genotoxicity and hepatotoxicity bioassays to evaluate hazardous wastes; however,

wastes may induce other biological effects, such as neurotoxicity. Additional investigations are

needed to explore the effects of hazardous wastes on these and other toxicological endpoints. The
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results presented here suggest that short-term bioassays may be useful adjuncts to chemical analysis

in identifying wastes as hazardous. They also illustrate the importance of developing means of

assessing exposure to complex mixtures rather than to single chemicals.
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MECHANISM OF THE LETHAL INTERACTION OF CHLORDECONE AND CCI 4 AT NONTOXIC DOSES
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SUMMARY

There is a significant interest in the possibility of unusual toxicity due to interaction of toxic

chemicals upon environmental or occupational exposures even though such exposures may involve

levels ordinarily considered harmless individually. While many laboratory and experimental models

exist for such interactions, progress in this area of toxicology has suffered for want of a model where

the two interactants are individually nontoxic. We developed such a model where prior exposure to

nontoxic levels of the pesticide Kepone* (chlordecone) results in a 67-fold amplification of carbon

tetrachloride (CC14) lethality in experimental animals. The mechanism(s) by which chlordecone

amplifies the hepatotoxicity of halomethanes such as CC14, chloroform (CHCI 3), and bromotrichloro-

methane (BrCCI 3) has been a subject of intense study. The biological effects of this interaction include

extensive hepatotoxicity characterized by histopathological alterations, hepatic dysfunction, and

perturbation of related biochemical parameters. Close structural'analogs of chlordecone such as

mirex and photomirex do not share the propensity of chlordecone to potentiate halomethane

toxicity. Mechanisms such as induction of microsomal cytochrome P-450 by chlordecone and greater

lipid peroxidation are inadequate to explain the remarkably powerful potentiation of toxicity and

lethality. Time-course studies in which liver tissue was examined 1 to 36 h after CC14 administration

were conductel. While animals receiving a normally nontoxic dose of CCI 4 alone show limited

hepatocellular necrosis by 6 h, proceeding to greater injury after 12 h, a recovery phase ensues as

revealed by the greatly increased number of mitotic figures. Such regeneration and hepatic tissue

repair processes are totally suppressed in animals exposed to chlordecone prior to CCI 4. Thus, the

arrested hepatocellular repair and renovation play a key role in the potentiation of CC14 liver injury by

chlordecone.

These findings have allowed us to propose a novel hypothesis for the mechanism of

chlordecone amplification of halomethane toxicity and lethality. While limited injury is initiated by

the low dose of CC14 by bioactivation followed by lipid peroxidation, this normally recoverable injury

permissively progresses due to arrested hepatocellular regeneration and tissue repair processes.

Recent studies designed to test this hypothesis have provided additional supporting evidence.

Hepatocellular regeneration stimulated by partial hepatectomy was unaffected by 10-ppm dietary
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chlordecone, while these animals were protected from the hepatotoxic and lethal actions of CCI4 if

administered at the time of maximal hepatocellular regeneration. The protection was abolished

whern CC14 was administered upon cessation of hepatocellular regeneration.

INTRODUCTION

The propensity and the specificity with which chlordecone (Figure 1) amplifies the hepatotoxic

action of halomethane solvents has been well established [1-221. Prior exposure to chlordecone

results in an approximately tenfold potentiation of CHCI 3 [17] and even greater potentiation of CC14

[1-7] hepatotoxicity. Exposure of male Swiss-Webster mice to a single oral dose of chlordecone

(50 mg/kg) potentiates the hepatotoxicity of CHCI 3 as measured by serum transaminases and by

histopathologic examination of the liver tissue for hepatocellular necrosis [17]. Recent studies [22]

indicate that in addition to the hepatotoxic effects of CHCI 3, this interation leads to a fourfold

increase in lethality by dietary exposure of mice to a much lower level of chloredecone (10 ppm for

15 days). Neither mirex (10 ppm) nor phenobarbital (225 ppm) in a similar dietary protocol increased

the hepatotoxic or lethal effects of CHCI 3 [22].

0

0
H5C2

Cll0 C 12  Jo NOH

H

Chlordecone Mirex Phenobarbital

Figure 1. Structures of Chlordecone, Mirex, and Phenobarbital.

The same dietary exposure of rats to 10 ppm chlordecone (total dose, roughly 10 mg/kg) results

in a greatly potentiated hepatotoxic response to CC14 as determined by functional, biochemical, and

histopathologic parameters [1-16]. CC14 lethality is increased 67-fold by chlordecone in male rats [5]

and 25-fold in female rats [6]. The specificity of chlordecone in potentiating halomethane

hepatotoxicity was illustrated by the ineffectiveness of mirex [3] or photomirex [2]. Furthermore,

exposure to phenobarbital at 50 times greater levels (on a molar basis) caused less than 50% of the

potentiation of CC14 hepatotoxicity caused by chlordecone [3], and the lethality was increased only by

a statistically insignificant 1.6-fold [5]. hepatotoxic and lethal effects of BrCC13 also are potentiated

by chlordecone (7, 8], while the toxicities of bromoform (CHBr 3) and tetrabromomethane (CBr 4) are

unaffected [9, 10]. Hepatotoxicity of neither trichloroethylene nor bromobenzene is potentiated by

10 ppm chlordecone [11].

135



The mechanism of this highly powerful and unusual interaction with halomethanes has eluded
many investigations [1-28]. Because chlordecone potentiates the hepatotoxic and lethal effects of
several halomethanes at individually nontoxic or subtoxic levels, the interaction represents a very
attractive model for biological effects of toxic chemical interactions of environmental chemicals at
levels in the neighborhood of environmental significance, and the mechanism underlying this highly
unusual interaction offers a continuing challenge for investigation. An experimental evaluation of
whether mechanisms widely held accountable for the potentiation of CC14 hepatotoxicity can account
for the chlordecone + CC14 interaction will follow. Recent efforts have led to the discovery of a novel

mechanism for this interaction.

Mechanisms of Halomethane Hepatotoxicity
The mechanism of CCI4-induced hepatotoxicity has been extensively studied [29-32]. Because

the basic mechanism underlying the toxicology of CC14 is central to the consideration of how its
toxicity might be modified by oth .- chemicals, it would be worthwhile to outline the prevailing
concepts concerning the hepatotoxicity of CCI4.Excellent reviews have appeared on this topic [29-
32]. The leading theory for the mechanism of cellular damage caused by CC14 states that the

compound is bioactivated by cytochrome P-450-mediated reactions to 'CC13 free-radical (29-35],
which is further converted to peroxy radical (CC1 3002) 131,36,37]. There is evidence for covalent

binding of CC14 upon bioactivation [29-32]. The CC130*2 radical also is thought to decompose to

phosgene and electrophilic chlorine, which can react with other micromolecules. The free-radicals
*CC13 and CC130*2 readily react with polyunsaturated fatty acids of the endoplasmic reticulum and

other hepatocellular membranes to initiate the formation of organic lipid peroxides. In the presence

of cellular 02, organic peroxy radicals produced, in turn, can react with other polyunsaturated fatty
acids to perpetuate a series of self-propagating chain reactions, a process commonly referred to as
propagation of lipid peroxidation [29]. The bioactivation of CCI 4 and initiation of the self-

propagating lipid peroxidation, working in tandem, destroy the cellular membranes leading to cell
death. The principal hepatic lesion is characterized by centrilobular necrosis [381, with the extent of
injury depending upon the dc ;e. Demonstration of the metabolism of CC14 to CHCI 3 and to CO2 [39,

40], and covalent binding of CC14 to live, protein and lipid [41] provide experimental support to the

bioactivation of CC14 [31-441.

Small doses of CC14 are known to protect against a subsequently administered large dose of

CC14 [45, 46]. Several lines of evidence have accumulated (45-47] to persuade one to believe that the
mechanism of this "autoprotection" is related to the destruction of liver microsomal cytochrome
P-450 by the initial protecting dose of CC14. Reports [48,49] demonstrating the destruction of a

specific form of cytochrome P-450 provide additional support for "CCI3 free-radical-mediated
destruction of cytochrome P-450. A direct demonstration of "CC13.radical has been claimed using spin
trapping techniques [48,50,51], although these studies have been criticized (52] and what free-radical
is being trapped is debated [51,52]. The precise events leading to the destruction of cytochrome P-
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450 by CCI 4 are not clear [29-32]. One view holds that the °CC13 free-radical directly interacts with the

endoplasmic reticulum and destroys the cytochrome P-450 [49,53], while the other view [54] holds

that lipid peroxidation initiated by the CCI 3 free-radical results in the destruction of cytochrome P-

450. There is evidence that the lipid peroxidative process initiated by the "CC13 radicals results in the

release of 4-hydroxynonenol [55], which has been demonstrated to inhibit cytochrome P-450-

mediated mixed function oxidase (MFO) activity [56]. The demonstration that phosgene is a

metabolite of CCI 4 [44,57] has raised the possibility that this reactive metabolite also may be involved

in the destruction of cytochrome P-450.

Hepatotoxicity of BrCCI 3, a brominated analog of CCI 4, is also, by virtue of its metabolism to the

same "CCI 3 radical [58-601, formed from CCl 4. Much greater toxicity of this compound [34] in

comparison to CC14 has been attributed to the relative ease with which the C-Br bond can be cleaved.

A clear inverse relationship exists between the bond dissociation energy of these series of

halomethanes (BrCCI 3, CCI 4, fluorotrichloromethane (FCCI 3), CHCl 3) and their potency to initiate free-

radical reactions [29,32] to produce lipid peroxidation and to produce liver necrosis.

With regard to chloroform, the results of several investigations suggest that phosgene, a

reactive metabolite of CHCI 3 is responsible for its hepatotoxic [61,62], nephrotoxic [631, and possibly

its carcinogenic [61] effects. Hepatotoxic effects are due to phosgene-mediated cellular GSH

depletion or due to increased amounts of covalent binding to hepatocellular macromolecules

[61,64,65]. Although like CCI 4, CHCI 3 needs to be metabolized in order to exert its full necrogenic

potential, unlike CCI 4, lipid peroxidation is not believed to be involved in the hepatocellular necrosis.

A second important distinction is that unlike CCl 4, metabolism of CHCI 3 to a free-radical form has not

been associated with its necrogenic action [611.

Mechanism of Potentiation of Halomethane Hepatotoxicity

The capacity to enhance CC14 toxicity and hepatic necrosis has been attributed to a variety of

chemicals: phenobarbital [49,66-68], aliphatic alcohols [69,70], ketones [71,72], DDT [73], and

polychlorinated biphenyls [74]. 3-Methylcholanthrene was shown to protect [75] while 3, 4-

benzo[a]pyrene was similar to phenobarbital in enhancing CC14 hepatotoxicity [76]. Treatment either

with cysteamine, cysteine [77], or SKF-525A [77,78] affords protection against CC14 hepatotoxicity.

Most, if not all, experimental conditions that potentiate the toxicity of CC14 correlate with increased

hepatic microsomal cytochrome P-450 content and with accordingly increased bioactivation of CC14 in

the liver. Hepatocellular injury is increased as a result of the enhanced lipid peroxidation as a

consequence of the enhanced production of free-radical forms of CC14 metabolites.

Hepatotoxicity of BrCCI 3 also is known to be potentiated [59] by agents known to induce drug-

metabolizing enzymes of the liver. Hepatotoxicity of other halomethanes related to CC14 also is
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poten'ate, by other chemicals. Hepato- and nephrotoxicity of chloroform ispotentiated by aliphatic

alcohols [79,80], polybrominated biphenyls [81], ketones (80], and phenobarbital [61].

The prevailing widely accepted theory for the mechanism of xenobiotic-induced enhancement

of cellular damage cpused by CC 4 is that its bioactivation to "CC13 and CC130*2 free-radical (29-32] is
increased. There is evidence for increased covalent binding of CC14 to liver tissue upon bioactivation.

Increased production of *CC13 or CCl 30"2 radicals !eads to increased lipid peroxidation, culminating in

increased liver injury.

Potentiation of Halomethane Hepatotoxicity by Chlordecone

It initially was observed that the administration of a small dose of CC14 (100 iL/kg, ip) to rats

maintained on a normal diet did not result in any significant liver damage [1]. However, rats

maintained on a diet containing 10 ppm chlordecone for 15 days exhibited remarkably potentiated

hepatotoxicity [1]. In subsequent work, it was apparent that this represented potentiation of CC14

toxicity rather than the toxicity of chlordecone (Table 1). Exposure to 10 ppm chlordecone for 15 days

causes no visible and no measurable signs of toxicity. Slightly impaired hepatobiliar function,

detectable as compromised biliary excretion of phenolphthalein glucuronide is the only measurable

liver dysfunction attributable to the dietary exposure of rats to chlordecone [1,3,7,81 described to

date.

The major reasons for referring to this interaction as "potentiation of CC14 hepatotoxicity" are

listed in Table 1. Chlordecone toxicity is characterized by tremors and hyperactivity [82,83], which are

distinctly different from the signs of CC14 toxicity [84], and the animals receiving the combination

show distinct signs of CC14 toxicity. Histopathological examination of livers from chlordecone-treated

rats reveals several morphological changes [83-85], but these do not include centrilobular necrosis

(851. Prolonged treatment with chlordecone causes focal lesio i (necrobiosis [851), but this is not

present uniformly in all the lobes and cannot be characterized as centrilobular necrosis. Centrilobular

necrosis is a characteristic of CCI4 hepatotoxicity [29,32,38] and the combination treatment causes

extensive centrilobular necrosis [1] accompanied by balloon cells (Table 1). Characteristically,

chlordecone causes proliferation of smooth endoplasmic reticulum (SER) accompanied by increased

cytochrome P-450 (82,86-901, and treatment with CC14 results in destruction of SER and cytochrome

P-450 [16,29,321. Serum enzymes (e.g., SGPT, SGOT, ICD, and OCT) are not elevated by chlordecone

treatment, and these also are not elevated significantly by the low dose of CC14 (100 pUkg) alone.

The combination treatment greatly increases these serum enzyme levels [1]. Finally, there are

differences in the effects of these two toxic chemicals on hepatobiliary function (Table 1).

Chlordecone impairs excretory function but this is accompanied by choleresis [91], while CCI 4 causes

excretory dysfunction accompanied by reduced bile flow [16,32,91]. The combination treatment

results in total abrogation of excretory function, accompanied by cholestasis (1-16,32]. Furthermore,
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TABLE 1. TOXICITY CHARACTERISTICS OF CHLORDECONE, CCI 4, AND CHLORDECONE + CC14
COMBINATION

Parameter of Chlordecone CC14  CD + CC14 Combinationa
Toxicity

1. Signs Tremors, Lethargic and Lethargic and
hyperactivity withdrawn withdrawn

2. Histopathology Noneb Centrilobular necrosis Extensive centrilobular
a. Hepatic and diffuse necrosis

necrosis

b. Other No balloon cells Balloon cells More balloon cells
changes Increased smooth Decreased smooth ER Decreased smooth ER

(ER)

3. Hepatic Cyt. No change Increased Greatly increased
P-450

4. Serum enzymes No change Increased Greatly increased

5. Hepatobiliary Impaired excretion Impaired excretion and Impaired excretion and
function and bile flow bile flow bileflow

6. LD50  132 mg/kg 2.8 mI/kg 0.042 mUkg
(2 to 7 days)c (2 days)d (2 days)d

a The combination treatment implies a 15-day dietary exposure to 10 ppm followed by a single ip dose of 100 pL CCI4/kg.
Toxicity characteristics listed for chlordecone and CC14 alone or after the administration of either at a toxg' dose.

b Prolonged exposured to chlordecone has been reported to cause occasional focal hepatocellular necrosis [85].
Occasional focal necrotic areas (necrobiosis) were found in livers after three months of dietary exposure to 25 ppm
and, similarly, focal necrosis was observed in the carcinogenecity bioassay protocols after 21 months of exposure [85].
Uniform centrilobular necrotic lesions such as seen with CC14 have not been reported at any dose of chlordecone in
acute, subchronic, or chronic studies.

cFom Larson etal. 1979183].
d From Klingensmith and Mehendale 1982 (5).

Reproduced from Mehendale 1984 (16] with permission.

simultaneous treatment of chlordecone and CC14 does not result in potentiated toxicity [12]. All of

these signs of toxicity and other histological, biochemical, or functional parameters suggest that it is

CC14 toxicity that is potentiated by the combined treatment. Potentiation of CC14 toxicity by

chlordecone is not limited to the disruption of hepatic function, but also leads to lethality in male [5]

and female rats [6]. The LD50 of CC14 in rats exposed to chlordecone in males [51 and females is 42 and

48 pUkg, respectively, despite over twofold greater sensitivity of female rats for CCd4 [5,61, indicating

that the estrogenic property of chlordecone is not involved in this phenomenon.

Studies indicate that the marked potentiation could not be readily explained by increased lipid

peroxidation [13,26,52], depletion of hepatic GSH, or by increased covalent binding of 14CC14-derived

radiolabel to the liver [13,26,52]. These studies were conducted 1 and 6 h after CC14 administration to

control and chlordecone-treated rats [13,16,26,32,52].

The marked potentiation of CC14 toxicity by chlordecone does not lend itself to be accounted

for by increased hepatic microsomal cytochrome P-450 content and associated parameters, because
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mirex and photomirex, both being more powerful inducing agents than chlordecone, do not

potentiate CC4 toxicity significantly [17,87-91,92]. Exposure to phenobarbital (250 ppm in diet) at 50

times equimolar level of chlordecone caused significant elevation of MFO parameters, and resulted in

potentiation of CC14 lethality only by 1.6 fold, which is 40 times less than that increased by

chlordecone [5]. The destruction of hepatic microsomal cytochrome P-450 and related parameters in

rats treated with phenobarbital + CC4 or chlordecone + CC14 were similar [27], indicating that such

indices cannot be used as reliable indicators of CC14 bioactivation [27,93].

Specificity of Potentiation

In view of the remarkable capacity for chlordecone to potentiate halomethane hepatotoxicity

and lethality (CC1 4, CHCI 3, BrCCI 3, etc.), it was of interest to examine if chlordecone could potentiate

the toxicity of structurally and mechanistically dissimilar chemicals [11]. Chlordecone pretreatment

was compared with mirex and phenobarbital pretreatments using 1,1,2-trichloroethylene (TCE) and

bromobenzene (BB) as two hepatotoxins structurally and mechanistically dissimilar to CCI 4. The

powerful nature of chlordecone + CC14 interaction was not observed either with chlordecone + TCE or

chlordecone + BB combinations [11]. At much higher doses, chlordecone and mirex are reported to

potentiate toxicity of acetaminophen [94], but this affect appears to be mediated by the induced

microsomal cytochrome P-450 levels similar to the potentiation of CC14 hepatotoxicity by higher doses

of photomirex [2]. These observations point to a degree of specificity on the part of chlordecone at

nontoxic doses to potentiate halomethane toxicity. Although chlordecone is not totally specific to

CCI4, because CHC13 and BrCCI 3 toxicity also is potentiated, some degree of specificity with respect to

which halomethane toxicity is potentiated exists, as evidenced by the lack of potentiation of HCBr 3

and CBr 4 toxicity (9, 10].

In additional experiments, it was established that one single oral administration of

chlordecone dose equivalent to the total dose in dietary protocol did indeed cause potentiation of

CC14 toxicity [12]. Potentiation of CC14 hepatotoxicity could be demonstrated by the sixth hour and

was maximal between 48to 72 h after chlordecone administration. However, the degree of

potentiation was much less than the dietary chlordecone pretreatment. Simultaneous administration

of chlordecone and CC14 did not result in potentiated toxicity [12].

POSSIBLE MECHANISMS

A number of mechanisms (Table 2) can be considered to account for the remarkable

amplification of haloalkane toxicity by chlordecone. Increased bioactivation of CC14 and increased

lipid peroxidation are the foremost (Table 2) in view of the wide acceptance of these mechanisms

with respect to phenobarbital, alcohol, keton ., and other xenobiotic-induced enhancement of CC14
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toxicity [24,25,29-53]. These mechanisms are discussed with regard to the experimental evidence for

or against these mechanisms.

TABLE 2. POSSIBLE MECHANISMS FOR CHLORDECONE AMPLIFICATION OF CC14 TOXICITY

1. Enhanced bioactivation of CC4

2. Increased lipid peroxidation

3. Estrogenic property of chlordecone

4. Increased Ca2 + accumulation

5. Suppressed hepatocellular regeneration

Enhanced Bioactivation

The widely accepted mechanism for the potentiation of CC14 hepatotoxicity by xenobiotics is

the enhancement of CC14 bioactivation [34-37], followed by increased lipid peroxidation [29-32]. A

number of investigations [5,13,16,26-28] were carried out to examine if enhanced bioactivation of

CC14 in chlordecone-treated animals might offer a satisfactory explanation for the highly powerful

potentiation of its toxicity. Neither the initial in vivo 14CC14 metabolism nor the covalent binding 1 h

after the administration of 14CC14 were significantly altered by pre-exposure to chlordecone,

particularly in comparison to pre-exposure to phenobarbital [28]. Studies designed to examine

whether enhanced in vitro metabolism of 14CC14 could be demonstrated and whether differences

among chlordecone, phenobarbital, and mirex pretreatments correspond with the associated

alterations (or lack thereof) in CC14 toxicities indicated no significant enhancement in CC14

metabolism nor a significant change in the pathway of its metabolism by hepatic microsomes derived

from chlordecone-treated rats [13].

Because chlordecone is an inducer of hepatic microsomal cytochrome P-450, and individual

isozyme(s) responsible for CC14 metabolism may be increased (16], one must consider the possibility

thw small changes in pools of individual isozymes may yield dramatic changes in the bioactivation of

CCI4. The extent of metabolism of 14CC14 in intact animals pretreated with chlordecone would be

indicative of whether such changes in P-450 isozymes have occurred. To follow this analogy further,

comparison of these findings from mirex-treated and phenobarbital-treated animals in vivo provides

a convenient way of verifying the overall interpretations from the results of in vivo 14CC14

metabolism.

The in vivo metabolism of CC14 in rats pretreated with either chlordecone, mirex, or

phenobarbital was compared by measuring the hepatic content of 14CC14, the expiration of 14CC14,

expiration of 14CC14-derived 14CO 2, and lipid peroxidation [26]. Expiration of 14CO2 measured during
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the 6 h after 14CC14 administration was increased in animals pretreated with phenobarbital or

chlordecone. However, the serum transaminases (ALT, AST) were elevated significantly at 6 h only in

animals pretreated with chlordecone. Mirex did not affect 14CO 2 production. The radiolabel present

in the liver at 6 h showed no difference in hepatic content of free 14CC14 among the groups, but the

covalently bound label present in the lipid fractions of the livers pretreated with phenobarbital was

elevated in comparison to chlordecone and mirex treatments. These studies indicate that a single oral

administration of chlordecone (10 mg/kg) 24 h prior to CC14 administration (100 p1/kg) enhances the

oxidative metabolism of CC14 but to a lesser extent than phenobarbital (80 mg/kg, ip, twice), which is

in inverse relationship to the potentiation of the hepatotoxic and lethal effects of CC14 associated

with these pretreatments [26].

The possibility that CC14 metabolism is occurring via an alternate pathway in chlordecone-

treated animals has been considered in in vitro studies with hepatic microsomes isolated from rats

pretreated with Lhlordecone, mirex, or phenobarbital [13]. Phosgene formation from 14CC14 was not

increased, indicating CC14 metabolism had not been increased via this alternate pathway. Because

phosgene could be formed either directly from CC14 or indirectly from CHCI 3, these findings also

argue against the increased CHCI 3 formation as a potentiation mechanism.

Several other lines of evidence point to mechanism(s) other than increased bioactivation as the

critical underlying event. Exposure of rats to 250 ppm phenobarbital in the diet (50 times

chlordecone on a molar basis) for 15 days, which results in doubled hepatic cytochrome P-450 levels,

causes much less potentiation of CC14 hepatotoxicity [3] and even less (40 times less than chlordecone

treatment) of an increase in lethality [5]. Mirex and photomirex, the two closely related structural

analogs of chlordecone are more powerful inducers of the hepatic mixed function oxygenase system

[3,17, 87-90,92] but are weaker potentiators of CC14 hepatotoxicity [1,6,16]. The third line of evidence

comes from the autoprotection experiments [95], where prior repeated exposure to smaller doses of

CCI4, a treatment known to decrease hepatic microsomal cytochrome P-450, fails to protect the

animals from the CC14 toxicity of the chlordecone + CC14 combination.

Another line of argument against the increased bioactivation of CC14 as the critical event for

chlordecone potentiation of CCI4 toxicity comes from the in vivo 14CC14 metabolism experiments [26].

It is well established that less than 1% of the administered CC14 ever needs to be metabolized [39,40]

in order to realize the necrogenic potential of CC14 [31]. In vivo studies employing a small dose of CC14

(100 p1/kg) indicate that less than 1% of CC14 is metabolized in 6 h, and approximately 75% of the

administered dose of CC14 is exhaled by that time. Similar findings were reported by other

investigators [39,40] employing higher doses of CCI 4. If one assumes that 1% of CC14 is ever

metabolized in normal animals [26,39,40] and in chlordecone-treated animals (26] at equitoxic doses

(2.8 mUkg and 0.042 mI/kg, respectively, being LD50 doses) [5], metabolism of 28 L of CC14 would be
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equivalent to the metabolism of 0.42 pL of CCI 4 in chlordecone-treated animals on a kilogram-body

weight basis (Table 3). Even if one assumes a tenfold increase in the bioactivation of CC14 in

chlordecone-treated rats, total CC14 metabolized is still one seventh of that in the normal rat. On the

other hand, a similar consideration of the metabolism of CC14 in phenobarbital-treated rats, wherein

CC14 metabolism was tripled (based on 14C0 2 production from 14CC14) [26], is that the amount of CC14

metabolized can be estimated to be 51 pL/kg body weight. If increased metabolism is the mechanism

underlying the potentiated toxicity, one would predict a 1.8-fold potentiation (28 vs. 51 piUkg) of CC14

toxicity, which is in general agreement with the observed 1.6-fold increase in toxicity [5].

TABLE 3. COMPARISON OF ESTIMATED CC14 BIOACTIVATION AT EQUITOXIC DOSES IN NORMAL
AND CHLORDECONE TREATED-RATSa

Parameter Normal Phenobarbital- Chlordecone-

pretreated rat pretreated rat (pl/kg)

LD50 of CC14  2.8 mLikg 1.7 mUkg 42

Estimated CC14
bioactivation:

assuming 1% 28 pUkg 17 p./kg 0.42
assuming a threefold - 51 LUkg 1.26
assuming a tenfold - 170 iL/kg 4.20

increase after
phenobarbital or
chlordecone exposure

a Data adopted from Klingensmith and Mehendale (5]. Table shows that even if CC14 metabolism after exposure to
chlordecone is increased tenfold, it is unlikely to be a satisfactory mechanism for the highly potentiated CC14 toxicity. In
contrast, a threefold increase in CC14 bioactivation after exposure to phenobarbital might be expected to be reflected in a
1.8-fold increase in LDso of CC14 and it was associated with a 1 I-)ld increase in LDso 15]. Reproduced from Mehendale (in
Press) 1321 with permission.

Because the bioactivation of CC14 has been associated with the destruction of microsomal

cytochrome P-450, the latter has been considered to be indicative of the extent of the bioactivation of

CC14 [93]. The phenomenon of "autoprotection" of CC14, wherein low doses of CC14 administered

prior to a larger, ordinarily toxic dose afford protection, provides additional evidence for the

association between bioactivation of CC14 and destruction of microsomal P-450. Quantitative analysis

of the cytochrome P-450 destroyed in liver microsomes isolated from rats treated with CC14 with or

without prior treatment with chlordecone, mirex, or phenobarbital indicates that this is not a reliable

parameter of CC14 bioactivation [26, 27]. While there were significant differences between mirex and

chlordecone-treated rats, the differences were trivial between chlordecone and phenobarbital-

treated rats [271, observations not in support f the known toxicities associated with these

treatments.
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While chlordecone treatment does increase the metabolism of CCI 4 in vivo modestly, this

increase in metabolism by itself is unlikely to satisfactorily explain the highly amplified hepatotoxic

and lethal effects of CC14 associated with prior exposure to a nontoxic dose of chlordecone. However,

because CC14 toxicity requires the bioactivation of the parent compound, it would be logical to

assume a role for CC14 metabolism in the initiation of toxicity in chlordecone-treated rats. These

arguments suggest the involvement of other factors in addition to the modest enhancement of CC14

metabolism as underlying mechanisms in this unusually powerful amplification of toxicity.

Chlordecone enhancement of CHCI 3 toxicity also has been demonstrated [17-23]. Enhanced

biotransformation of CHCI 3 as the probable primary mechanism responsible for the potentiation of

CHCI 3-induced liver damage following chlordecone pretreatment has been studied [20,21]. A general

temporal correlation was found between the biotransformation rate measured as microsomal
14CHC13-derived 14C-binding, chlordecone content, and the severity of liver injury. The in vivo

macromolecular distribution of 14CHCI 3-derived radiolabel in rats receiving chlordecone followed by

0.5 mL CHCI 3/kg and those receiving only a high dosage (1 mLlkg) of CHCI 3 alone are different,

despite the similar rate of biotransformation [20]. These investigations can be summarized by stating

that enhanced metabolism per se is unlikely to offer a satisfactory explanation of the chlordecone

potentiation of CHCI 3 toxicity. It would appear that other factors are likely involved in the

potentiated response to CHCI 3 by prior exposure to chlordecone [21].

A recent study [22] has shown that while CHCI 3 hepatotoxicity and lethality is potentiated

fourfold by dietary exposure to 10 ppm chlordecone, neither mirex (10 ppm) nor 50-times greater

levels of phenobarbital increased either parameters of toxicity.

Increased Lipid Peroxidation

Because increased bioactivation of CCI 4 to °CC13 or CC13 0*2 would be expected to result in

increased lipid peroxidation, this mechanism is the next most probable candidate for the chlordecone

potentiation of CC14 hepatotoxicity (Table 2 [16]). This possibility was considered in several studies

[13,26-28]. Liver microsomes isolated from chlordecone-treated rats did not exhibit greater lipid

peroxidation in the presence of several concentrations of CC14 [28]. Likewise, lipid peroxidation

measured in vivo as diene conjugation of lipids in the liver tissue 1 h after the administration of CC14

was not enhanced by prior exposure to chlordecone [28]. Nor was melondialdehyde formation

significantly increased in liver microsomal incubations during CC14 metabolism [13]. Indeed,

phenobarbital pretreatment associated with an approximately 40-fold lesser increase in CC14

toxicity [51 was associated with the greatest increase in lipid peroxidation. Furthermore, lipid

peroxidation determined as diene conjugation of hepatic lipids 6 h after the administration of CC14 to

animals pre-exposed to chlordecone or phenobarbita: identical [26]. This is in contrast to the
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40-fold difference in the potentiation of CC14 toxicity associated with these treatments [5]. Moreover,

this level of lipid peroxidation was associated with significant liver injury in the case of chlordecone

and with lack of liver injury with phenobarbital, as determined by serum enzyme elevations,

histopathology of the liver, and lethality [5,6, 27]. These studies, along with the observations that

chlordecone also potentiates the toxicity of CHCI 3 where lipid peroxidation is not involved, suggest

that increased lipid peroxidation is unlikely as a viable mechanism for chlordecone potentiation of

halomethane hepatotoxicity by chlordecone.

Estrogenic Property of Chlordecone
In view of the estrogenic property of chlordecone and its ability to bind to the estrogenic

receptors, unlike mirex [96, 97], the possibility that the estrogenic property of chlordecone might be

associated with the unusual propensity for the potentiation of CC14 toxicity was considered [6]. Such

a possibility would be consistent with a greater sensitivity of female rats to CCI 4 than male rats upon

prior exposure to chlordecone. When tested, however, while chlordecone also potentiated CC14

hepatotoxicity and lethality in female rats, their sensitivity was similar to that of the male rats [6].

Despite the twofold greater sensitivity of the female rats to the toxic and lethal effects of CC14 [6], the

LD50 of CC14 upon exposure to chlordecone was for male 42 iL/kg [5] and 48 p./kg for female rats [6].

In other words, exposure to chlordecone resulted in two effects: (1) potentiated toxicity of CCI 4, and

(2) abolishment of the normal sex difference in the sensitivity to CC4.

Increased Calcium Accumulation

Calcium ions are biologically very active, being capable of considerable disruption of metabolic

order [98-100]. Even though all cells in the body are bathed in a fluid rich in calcium (1 mM),

intracellular concentrations are much lower (1 pM) by virtue of energy-dependent cellular extrusion

mechanisms and special uptake mechanisms on the part of the intracellular organelles such as

mitochondria and SER [101]. When intracellular calcium homeostasis is disrupted, cellular integrity

and metabolic checks and balances are thrust into an uncontrollable disarray leading to cellular

destruction [100,1011. Carbon tetrachloride has been demonstrated to cause a biphasic increase in

intracellular calcium [1011. More recently, interest has focused on the ability of CCI 4 to disrupt the

capacity of hepatic SER to sequester calcium [981. Recknagel and associates have furthered these

observations to demonstrate that CCI 4-or BrCCI 3-induced in vitro lipid peroxidation of hepatic

microsomal incubations was accompanied by severe disruption of the ability of SER to sequester

calcium ions [102]. Chlordecone has been demonstrated to interfere with calcium uptake in isolated

cells, mitochondria, and in brain synaptosomal vesicles [16,103]. The ability of chlordecone to inhibit

calcium uptake mechanisms would suggest that the chlordecone + CCI 4 interaction might be

explained partly on the basis of exacerbated disruption of hepatocellular calcium homeostasis.
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The influence of CC14 on calcium homeostasis was investigated in animals pretreated with

chlordecone [104-107]. As the dose of CC14 was increased from 0 to 200 .Lkg, total liver calci urn

levels rose to 12 times the normal levels. Increase in calcium also was observed in the cytosolic

fraction, and mitochondrial as well as microsomal sequestration of calcium followed the earlier

increase in the cytosolic calcium. It is clear that prior exposure to chlordecone remarkably increases

the CCI 4-induced perturbation of intracellular calcium. Although in the absence of CC14 treatment,

chlordecone alone did not cause any significant changes, and as up to 200 PUkg dose of CCI 4 alone

also was ineffective, it is quite clear that exposure to chlordecone does result in sensitization of

hepatocytes for exaggerated perturbation of CCI 4-induced calcium homeostasis [105]. Perfusion

studies with 45Ca employing isolated perfused livers obtained from treated rats during a time-course

after the administration of CC14 indicate that increasing amounts of extracellular Ca2+ accumulate in

the hepatocytes during the progressive phase of hepatotoxicity associated with chlordecone + CC14

combination treatment [107]. Two observtions can be made from these results: (1) in animals

receiving the combination treatment, there is a progressive increase in intracellular calcium and

(2) this increase is greater when animals are exposed to higher concentrations of chlordecone.

Because that proportion of total hepatocellular Ca2 * that is free might be expected to have a direct

impact on cellular toxic events, future work will need to examine this aspect of perturbed Ca2

homeostasis.

Arrested Hepatocellular Regeneration

The time sequence of chlordecone-potentiated CC14 hepatotoxicity was examined in

morphological studies [108,109]. Histopathology was assessed by light and electron microscopy at 1,

4, 6, 12, 24 and 36 h after CC14 administration (100 p.i/kg, ip) to control- and chlordecone-treated

(10 ppm in diet for 15 days) rats. Serum enzymes were measured as biochemical markers of

hepatotoxicity. After the combination treatment, hepatic damage was evident as early as 6 h and this

was progressive with time. No sign of recovery was evident. In controls receiving the same dose of

CC14 alone, although limited damage could be observed as early as 6 h, which progressed to greater

damage at 12 h, hepatocytes and the lobules recovered to normal appearance by 24 h after CC14

administration. A close perusal of the liver sections indicated that hepatocytes were greatly

stimulated to divide at 6 h after the administration of a low dose of CC14 alone (Figure 2). This

stimulation of cell division was suppressed entirely in animals consuming food contaminated with

10 ppm chlordecone. These studies indicate a strong and progressive amplification of liver injury

after the combination treatment, while the liver recovers from the effects of CC14 alone with time. In

fact, the lethality experiments indicate that all animals in the chlordecone + CC14 (100 p1/kg)

combination group die, while those receiving either the same dose of CC14 alone or chlordecone

alone survive without any ill effects [5,61.
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The above studies [108,1091 allowed us to to propose a novel mechanism for the highly

potentiated toxicity of CCI 4 by chlordecone. The mechanism simply stated is that the suppression of

hepatocellular regeneration and tissue repair in the livers of animals treated with chlordecone + CC14

combination permits the progression of an otherwise limited injury [16]. Extracellular entry of Ca2 +

is associated with these events [16], although it remains to be investigated if excessive hepatocellular

Ca2+ is responsible for arrested hepatocellular regeneration or the mechanism by which excessive

Ca2 + might precipitate such an event. Figure 2 illustrates our working conceptual approaches in this

regard.

Hepatocytes in Mitosis
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Figure 2. Volume Density of Hepatocytes with Mitotic Figures Is Shown for Control, CCI4, and
Chlordecone + CC14 Groups at Various Time Intervals. Chlordecone (100 ppm in the diet
for 15 days) and CCI 4 (100 pUkg) treatments were described earlier. Mitotic index was
measured at various times after CCI 4 administration. Reproduced with permission from
reference [109].
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Protection by Prestimulated Hepatocellular Regeneration -Partial Hepatectomy Model

Most recent studies [110,111] were designed to test the hypothesis concerning suppressed

hepatocellular regeneration. If suppressed hepatocellular regeneration is, in fact, the reason for the

highly amplified liver injury after chlordecone + CC14 treatments, then the toxicity of this

combination treatment should be decreased in a liver stimulated to regenerate. Partial hepatectomy

(PH) is known to stimulate hepatocellular regeneration in a remarkable fashion [112-1141, and this

experimental model is suitable for testing the hypothesis. The following three initial questions

needed to be addressed before employing the partial hepatectomy model.

1. Because PH is known to change several biochemical parameters of hepatocytes, is
this a valid model to use?

2. Does chlordecone affect hepatocellular regeneration normally seen after PH? This
was an important concern because the standardized experimental protocol for the
potentiation model [1] requires dietary exposure of rats to 10 ppm chlordecone for
15 days.

3. Does chlordecone itself suppress hepatocellular regeneration in this protocol or is it
the chlordecone + CC14 combination that is responsible for the suppressed
regeneration?

Hepatocellular GSH, GSSG, microsomal protein, and cytochrome P-450, liver-to-body weight ratios,

and liver weights were comparable in normal and chlordecone-exposed PH rats at 1, 4, and 7 days

after PH. With the exception of a small increase in GSH in chlordecone-treated PH livers at Days 1 and

4, there were no major differences. Microsomal cytochrome P-450 is known to be decreased after PH

[113,114], and this was found to be the case, with statistically significant differences between sham-

operated (SH) and PH rats occurring only at four days after the surgical manipulation. The 10-ppm

chlordecone treatment is known to marginally increase cytochrome P-450 and, therefore, even

though PH tended to temper cytochrome P-450 levels downward at 1, 4, and 7 days, the levels were at

or higher than in the PH rats not exposed to chlordecone [110].

Does Chlardecone Interfere with Hepatocellular Regeneration?

Histomorphometric analysis established that hepatocelhlar regeneration measured as mitotic

index after PH was identical in normal and chlordecone-treated rats during a time-course of one

through seven days [110]. Regenerution was maximal at one and two days after PH and decreased

after four days. Because by seven days the original liver weight is recovered, hepatocellular

regeneration also recovers to the normal level of mitotic activity by Day 7. Neither SH nor exposure to

chlordecone changed the basal level of minimal mitotic activity. Hepatocellular regeneration was

unaltered by the chlordecone treatment (Figure 3). These findings establish that chlordecone

treatment alone does not interfere with hepatocyte regeneration and that the PH model could be

employed to test the central hypothesis.
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Figure 3. Hepatic Mitotic Indices of Normal and Chlordecone-Treated Rats With and Without
Surgical Partial Hepatectomy. Rats undergoing no surgical manipulation (control), SH, or
PH were sacrificed on the designated days following surgery. Values are the mean ± SE for
N = 3. An asterisk indicates that the values are significantly different from the SH values of
the same group (p<O.05). Reproduced with permission from Bell etal. 1988 [110].

Liver Regeneration and Hepatotoxicity of Chlordecone + CCl4

The second phase of this study involved testing the effect of chlordecone + CC14 combination

treatment in PH animals [110]. Hepatotoxicity of CC14 administered 1, 2, 4, or 7 days after the surgical

manipulation was measured by way of the serum enzymes (ALT, AST, and ICD) in chlordecone-treated

rats as well as in all of the necessary control groups. Liver injury was decreased significantly after PH

in comparison to the corresponding SH. The protection by PH was maximal on Day 2, atthe time of

maximal hepatocyte regeneration, and was minimal on Day 7, at the time of minimal regeneration.

These findings show that stimulation of hepatocellular regeneration by PH results in protection

against unpotentiated or chlordecone-potentiated CC14 hepatotoxicity. Results also show that

protection by PH was maximal at the time of maximal hepatocellular regeneration (Days 1 and 2 post-

PH) and such protection wanes by Day 7, when hepatocyte regeneration is minimal.
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Liver Regeneration and Lethality Associated with Chloredecone + CI 4

Another group of rats was similarly treated one day after surgery for lethality studies [110].

Results clearly showed that PH mitigates the toxicity of chlordecone + CC14 combination treatment.

In these experiments even though the liver size in the PH animals is less than 4 g (70% of the liver

removed during PH, and after 1 day only a very small fraction of that liver weight is regained), in our

protocol the full 100 pL CCI4/kg dose was administered in PH animals in order to simplify the

,experiments and maintain our protocol. Despite not adjusting the dose of CC14 downward (and,

therefore, a larger dose was given to PH rats in comparison to SH or control groups), the results

showed significant protection.

Results of the morphometric analysis of liver sections 24 h after CC14 dosage reveals that mitotic

activity (hepatocyte regeneration) is stimulated significantly after PH in comparison to SH or in

animals not surgically manipulated (controls). These observations support our hypothesis concerning

suppressed hepatocellular regeneration being the mechanism of chlordecone potentiation of CC14

toxicity. The morphometric findings also were revealing in one other aspect. No significant

difference was found in the number of necrotic cells between control, SH, and PH groups receiving

the chlordecone + CC14 combination [110]. This finding is also consistent with our working hypothesis

that the highly amplified toxicity of CC14 by chlordecone is simply due to the failure of the liver cells

to divide and replace the dead or dying cells. Therefore, animals in which livers were stimulated to

regenerate are protected, whereas control and SH rats are not protected against the lethal effects of

chlordecone + CC14 interaction [110].

The Role of Hepatic Microsomal Cytochrome P-450

The question of decreased microsomal cytochrome P-450 in PH rats and its role in the

protection against chlordecone potentiation of CC14 hepatotoxicity becomes pertinent in these

studies. Mirex, photomirex (10 ppm in the dietary protocol), or phenobarbital (225 ppm in the dietary

protocol) induce cytochrome P-450 to a greater extent than chlordecone, in a completely inverse

relationship to the propensity to potentiate CC14 toxicity [3-5]. Even though pre-exposure to

dh!ordecone results in a slightly greater bioactivation of CC14 when expressed as CC14 metabolized per

nanomole P-450 in comparison to phenobarbital or mirex pretreatments, this slight increase in

bioactivation is inadequate to explain the enormous amplification of CC14 toxicity. The time-course

histomorphometric studies [108, t091 reveal no indication of earlier onset of toxicity or greater

toxicity with chlordecone + CC14 treatment i, comparison to CC14 treatment alone. These and other

inferences [5,13,26] corroborate the proposal that the mechanism of chlordecone potentiation of

CC14 toxicity cannot be explained by enhanced bioactivation of CCI 4.
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Interest in the role of liver microsomal cytochrome P-450 was rekindled with the concern about

the slightly decreased P-450 content in PH (20%) livers [110,111]. A reasonable criticism could be

leveled on the model on the basis of decreased P-450 seen in regenerating livers. Whether such small

decreases might influence the toxicity of chlordecone + CC14 treatment, and hence explain the

protection afforded by PH, was investigated [110]. Cobalt II chloride (COCI 2) treatment (60

mg/kg/day, sc, two days) was employed to decrease the hepatic microsomal P-450 content. One

group of saline-injected and another group of CoCI 2-injected rats were used to determine hepatic

microsomal P-450. Another group of similarly treated rats was dosed with CC14 in corn oil (100 pL/kg,

ip) orwith plain corn oil. Cytochrome P-450 was decreased by approximately 60% in normal rats and

in rats that were subjected to the 10-ppm, 15-day dietary protocol [1101. Even a 62% decrease in

microsomal P-450 content did not affect the liver injury associated with chlordecone + CC4 treatment

[110]. These findings indicate that the slight decreases in hepatic microsomal cytochrome P-450 levels

seen in PH are unlikely to explain the protection from the toxicity of chlordecone + CC14 combination

treatment in PH rats.

In view of the previously demonstrated ability of chlordecone at higher doses to inhibit

mitochondrial energy metabolism [115-117], it was of interest to examine the effect of 10 ppm

chlordecone on the energy status of the hepatocytes. Hepatomitochondria were isolated from rats

maintained either on a normal powdered diet, or on a 10-ppm chlordecone diet for 15 days.

Mitochondrial Mg 2 +-ATPase (MATPase) as well as other ATPase activities were determined.

Oligomycin-sensitive MATPase was not affected by 10 ppm chlordecone [118]. Hepatic ATP levels

were estimated in liver samples quick-frozen in liquid nitrogen. ATP levels were not affected

significantly by the dietary exposure to chlordecone [118]. These findings indicate that at this

nontoxic level, chlordecone does not affect these parameters of hepatic energy metabolism.

Therefore, it appears that while exposure to five- to tenfold higher levels of chlordecone is known to

interfere with hepatocellular energy metabolism, the low, nontoxic level used for the halomethane

interraction studies does not interfere with this aspect of hepatocellular biochemistry. In this

connection it should be noted that the findings concerning th effect of chlordecone treatment on

hepatic Ca2 + levels [105] are consistent with the above data. Treatment with chlordecone even up to

10 times this level used in the interaction studies does not increase hepatic Ca2 + [105].

The possibility remains that the chlordecone + CC14 combination treatment may result in

severely impaired energy metabolism in the liver. Recent studies have shown that hepatic ATP levels

may be depleted within 1 h after the administration of CC14 to rats pre-exposed to 10 ppm

chlordecone [118]. The same studies show that same dose of CC14 alone has no effect on the energy

metabolism in the liver. Furthermore, mirex + CCI4 combination, whi,.h does not cause significant

amplification of toxicity, does not significantly affect ATP. Phenobarbital, which amplifies 40-fold
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lesser CC14 toxicity than chlordecone + CCI 4, caused a much lesser and only a transient decrease in ATP

content [118]. This line of investigations has been pursued in additional studies [119,120]. If
availability of cellular energy is the mechanism underlying the failure of the hepatocytes to divide

during the critical early period of progressive injury, then providing an external source of cellular
energy during that time should result in protection from liver injury. Administration of fructose
1,6-diphosphate immediately following Cd4 injection to chlordecone-treated rats resulted in
significant protection for CC14 liver injury [119]. Likewise, protection also was observed from a toxic
dose of CC14 administered to normal animals [120]. In both cases, the protection was accompanied by
increased ATP levels.

PROPOSED MECHANISM: A HYPOTHESIS
Based on several lines of experimental evidence, a hypothesis can be proposed [32] for the

mechanism of the highly amplified toxicity of CC14 by chlordecone (Figure 4). The figure also

illustrates the mechanism of recovery from the limited liver injury observed when a low dose of CCI 4

alone is administered. Within 6 h after the administration of a low dose of CC14, the liver tissue
responds by stimulating hepatocellular regeneration [108,109]. Most interestingly, this
hepatocellular division is maximal at 6 h, even though the limited injury evident as centrilobular
necrosis is only beginning to manifest. The limited hepatocellular necrosis enters the progressive
phase, as has been demonstrated, at 12 n [108,109], while the hepatocellular regeneration and tissue
repair continues simultaneously. By 24 h no significant injury is evident. These observations allow
one to propose that stimulation of hepatocellular regeneration is a protective response of the liver,
occurs very early after the administration of a low dose of CCI 4, and leads to replacement of dead

cells, thus restoring the hepatolobular architecture. Furthermore, it can be proposed that this
remarkable biological event results in another important protective action. It is known that newly

divided liver cells are relatively resistant to toxic chemicals [121-123]. Therefore, not only is the
hepatolobular architecture restored by cell division, but also by virtue of the relatively greater injury
during the progressive phase (6 to 12 h), speeding up the process of overall recovery. Maintaining the
integrity of hepatolobular structure, especially with cells of greater resistance during the progressive

phase of liver injury, is particularly significant. At later time points (12 h and onward), most of the
CC14 would have been eliminated by the animal [73,74] and, hence, cellular regeneration at later time
points is not as critical as at earlier time points during the progressive phase of injury.

The mechanism underlying the highly unusual amplification of CC14 toxicity relates to the
suppression of the initial hepatocellular regeneration, otherwise ordinarily stimulated by CC14

(Figure 4, right side). The failure of ce.l division has two important implications: (1) the integrity of

hepatolobular structure cannot be restored, and (2) unavailab:lity of newly divided, relatively
resistant cells predisposes the liver to continuation of liver injury during the progressive phase (6 to
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12 h and beyond). Slightly greater injury observed at 6 h after CCI 4 administration in

chlordecone-treated rats [38,39] is consistent with the slightly increased bioactivation of CCI 4 [26,271.

This injuy now is allowed to rapidly enter a progressive phase leading to complete hepatic failure

[1-16] and animal death [5-16].

Normal liver

CC4alone Chl ordeconeCC4
(100 pL/kg) 10 ppm (100 p11kg)

Limited

liverdamage

Hepatocellular No regeneration
regeneration

Resistance of Lack of
new cells resistant cells

Progressive injury

Recovery
Liver failure - death

Figure 4. Proposed Mechanism for the Highly Amplified Potentiation of CC14 Toxicity by
Chlordecone. The scheme depicts the concept of suppressed hepatocellular regeneration,
simply permitting what is normally limited liver injury by a subtoxic dose of CCI 4 to progress
in the absence of hepatolobular repair. This progression of toxicity accompanied by a lack
of hepatolobular restoration is observed after the chlordecone + CC14 combination
treatment leads to complete hepatic failure, culminating in animal death. Reproduced
with permission from Mehendale (In Press) [32].
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Many studies have shown a biphasic increase in hepatocellular Ca2  levels in CC4 toxicity [98-

100, 104-107]. The unusL_! aspect of excessive Ca2 ' accumulation observed in livers treated with the

chlordecone + CC14 combination is that it occurs at a dose of CC14 not ordinarily associated with

increasing hepatic Ca2 . . Furthermore, chlordecone alone, even at 10 times the higher dose than used

in the interaction studies, does not increase hepatocellular Ca2  [105]. Although in vitro studies with

cellular organelles have been employed to speculate that the failure of organelle Ca2 + pumps leads

to increased cytosolic Ca2 + levels (98, 102], our studies indicate that at no time point do these

organelles contain decreased Ca2 + [104-107]. Indeed, only significant change observed with regard

to organelle Ca2 + is increased Ca2 + in the organelles in association with increased liver injury [104-

107]. Therefore, there is no in vivo evidence for decreased Ca2  content in the organelles, which is in

contradiction to the in vitro work [98,102]. Figure 5 illustrates a proposal on how Ca2+ might be

involved in the progressive phase of the amplification of CCI 4 hepatotoxicity by chlordecone.

Although the primary mechanism leading to a highly amplified toxcity is a failure on the part of the

biological events leading to hepatocellular division, increasing accumulation of extracellular Ca2 +

(107] during the progressive phase of liver injury would be consistent with the proposed role for Ca2  .

Figure 6 illustrates the working hypothesis that integrates the biochemical events pursuant to

accumulation of Ca2 + and the suppressed hepatocellular regeneration and failed tissue repair,

leading to uncontrolled amplification of liver injury.

Increased Ca 2 +

Disruption of _ Arrested hepatocellular

cellular biochemistry regeneration

Continued toxicity Lack of repair

Cell death

Figure 5. A Conceptualization of How Excessive Hepatocellular Accumulation of Ca2 Might
Adversely Affect Cellular Biochemistry, Culminating in Arrested Hepatocellular
Regeneration. Reproduced with permission from Mehendale (In Press) [32].
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Proposed Mechanism

SChlordecon+CI4

SPerturbation of heptacellular Ca2 homeostasis'

Influx of extracellular Ca2 +

Cytosolic Ca2 + increase

Disruptive effects of hepatotocytes
Activation of phosphorylase a, cytosolic
proteases, phospolipase A2. Ca24 binding
proteins? Protein phosphorylation?
Loss of energy. Cytoskeleletal effects.

Prevention of hepatocellular regeneration and repair

JProgression o nuy

STotal liver failure

Figure 6. Proposed Mechanism for Chlordecone-lnduced Amplification of CCI 4 Toxicity Indicating
the Biochemical Events Leading to the Failure of the Hepatocytes to Divide. Suppression
of otherwise stimulated hepatocellular division leads to amplification of otherwise limited
injury.
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SUMMARY

Nuclear submariners live and work in an atmosphere composed of approximately 80%

naturally occurring nitrogen, 19% oxygen (manufactured aboard ship), and a complex mixture of

inorganic and organic contaminants. The concentrations of contaminants exist as a balance between

the rates of production from human and operational activities and the rate of removal by

engineering systems. The biological effects of inorganic gases, particularly carbon dioxide, have been

extensively studied. Investigators are now attempting to define the composition and concentration

of volatile organic compounds that accumulate during 90-day submergences. Medical studies have

not conclusively shown that crewmembers incur adverse health effects from continuous exposures to

the sealed atmospheres of nuclear submarines.

HISTORICAL REVIEW

Vast improvements in propulsion plants and air purification systems have effectively lowered

the risk of acute intoxication from exposure to submarine atmospheres. World War I crews risked

acute poisoning by exposure to the fumes of gasoline engines and batteries in submarines that were

not equipped with air reclamation systems. The submergence time of these ships was limited by the

environmental effects of human metabolism, which raised the percentage of atmospheric carbon

dioxide (C02) and lowered the percentage of atmospheric oxygen (02) in approximately a 1:1 ratio.

Crewmembers experienced symptoms of breathlessness after 8 to 17 h of respiration changed their

unprocessed and stagnant atmosphere to 15% 02 and 5% CO2. Odors were particularly annoying

due to the inadequate facilities for personal hygiene and the lack of air purification devices (1,2].

During the South Pacific operations of World War II crewmembers were menaced with labored

breathing, headaches, dehydration, and syncope during submergences in diesel-electric submarines

that extended beyond the daytime period. The standard procedure for revitalizing the atmosphere

was to ventilate the ship with fresh air at nighttime in order to sustain the metabolic requirements for

oxygen during daytime submergences. The submarines were not equipped with air conditioning

systems for dissipating excess heat into the tropical oceans, and lithium hydroxide (LiOH) was only

used to scrub excess CO2 from the atmosphere in emergency situations. Oxygen deficiency was

detected by the inability to light cigarettes rather than by routine monitoring of the ship's

atmosphere. Each submarine carried a limited number of chlorate candles to provide the crew an
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emergency source of 02. Charcoal filters helped improve the atmosphere by partially removing

annoying odors, but the greatest improvement in habitability occurred toward the end of the War

when advanced systems were installed to recirculate the air through air conditioning plants [3-5].

As a prelude to the deployment of nuclear submarines, it was necessary for physiologists to

define the concentrations of CO2 for safe habitation. The use of LiOH to remove CO2 was deemed

impractical due to the excessive quantity of chemicals needed for long patrols. Therefore, new

machinery was designed to absorb CO2 with recycled monoethanolamine [2,6,7].

The first nuclear submarine, the USS Nautilus, set a submergence record of 11 days. It was

during this habitability cruise in 1956 that chemists discovered a variety of different hydrocarbons in

high atmospheric concentrations. (This proved to be of more than academic interest as there were

instances in later submarine patrols when the irritating effects of atmopsheric contaminants

interfered with crew performance.) The progressive accumulation of pollutant gases during multiday

submergences established the need to minimize the rate of release of chemical vapors into the

atmosphere while at the same time maintaining an acceptable rate of removal. The Navy published a

restricted items list for the exclusion or limitation of organic solvents and toxic chemicals from

submarines. Hopcalite® was placed in catalytic burners to accelerate the thermal conversion of

carbon monoxide, hydrogen, and hydrocarbon molecules to CO2 and water [2,8]. The length of

submergences was now limited by the shipboard supply of 02 for metabolic consumption. The USS

Seawolf used auxiliary stores of 02 to sustain its crew during a 60-day submergence. Later classes of

nuclear submarines were fitted with generators that manufactured 02 by the electrolysis of water [2].

The nuclear submarines also were equipped with gas analyzers to monitor the composition of the

atmosphere on a continual basis.

Today's submarine atmospheres are still contaminated with trace concentrations of many

organic compournds. This is illustrated in Figure 1, which shows the ion chromatograms of equal-

volume air samples taken from a submarine's atmopshere (upper panel) and a clean office (lower

panel). The submarine air contained more compounds at higher concentrations than did office air.

These compounds were volatile organic compounds (VOCs) that consisted of long chain aliphatic

hydrocarbons, aromatic compounds, and halocarbons. The list of organic pollutants currently

identified aboard nuclear submarines is too long for this discussion; however, reviews by Carhart and

Johnson (6] and the National Academy of Sciences (9,10) provide interesting discussions of these

complex mixtures.

It is currently thought that the concentrations of oxygen and pollutants are nearly uniform

throughout the ship due to the rapid recirculation of air between compartments [10,111. An

exception to this may be the differential distribution of aerosols between the engineer room and

forward compartment. During the first decade of nuclear submarine operations, the total aerosol

concentration (0.5 mg/m 3) was five times that of the aerosols measured in fresh country air and twice
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that observed in large industrial cities. A "blue haze" of oil droplets (diameter a0.4 pm) was

predominantly distributed in the engine room and occasionally irritated the machinists. Respirable

droplets in the forward end of the ship (diameter <0.4 pm) were largely derived from cigarette

smoke and predominantly distributed in the forward compartment. The deposition of these mists

caused failures of electronic equipment and reduced the efficiency of cooling coils. Lower

concentrations of aerosols were measured after the capacities of the shop's electrostatic precipitators

were increased [10,12,13]. Recent measurements have shown a lower concentration of total aerosols

in the forward compartment (0.1 mg/M 3) than in the engine room (0.2 mg/m 3) [14].
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Figure 1. Total Ion Chromatograms of Submarine Air and Office Air. Both air samples were analyzed
by chemists at the Naval Submarine Medical Research Laboratory. X axis: the time when
different constituents of the air sample emerged from the gas chromatograph. Y axis: the
count of ions generated by the mass spectrometer for each constituent emerging from the
gas chromatograph. The concentrations of the contaminants are proportional to the areas
of their characteristic peaks on the total ion chromatogram. Peaks A and B are markers for
n-heptane (39 ppb) and indene (39 ppb), respectively. Peak C is a C11 hydrocarbon.
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BIOMONITORING

Schaefer [151 postulated that the environmental stress and altered life styles that characterize

occupational exposures to nuclear submarines cause a variety of subtle changes in organ function.

Field studies implied that the 0.7 to 1.0% concentrations of CO2 alter the permeability of red blood

cells, increase the gastric acidity, raise the respiratory minute volume, produce cycles of metabolic and

respiratory acidosis, and alter the calcium excretion in urine. Furthermore, the absence of sunlight

may interact with CO2 to reduce the urinary excretion of calcium. The resulting cycles of urinary

calcium excretion were thought to indicate that bone serves to buffer the cycles of respiratory

acidosis [15]. This prompted Messier et al. [16] to examine the hypothesis that submarine duty

changes the bone mineral content as a result of exposure to the combined effects of atmospheric

C02, demineralized water, lack of sunlight, and diminished physical activity. When submarine

veterans (n = 10) were studied by total body neutron activation analysis, the total body mass of

potassium and calcium were the same in the veterans as in a control population of civilians matched

for age, weight, and' .:;. In active duty submariners (n = 39), the bone mineral content of the left

radius was meast' ,,y photon, absorptioetry. Tthe submariners had the same bone mineral

content as a control population of civilians. The investigators computed the normalized bone mineral

content of the active duty and retired submariners and found no substantial alteration as a function

of submergence times between 6 and 52 months. The investigators concluded that repeated and

prolonged exposures to the submarine environment did not produce cumulative changes in skeletal

mass [16,17].

We recently studied the bio-uptake of VOCs by collecting samples of the expired breath from a

submariner before and after an 82-day patrol. The subject, a nonsmoker, inhaled purified air through

a Teflon® manifold and exhaled into a Teflon0 bag. The expired VOCs were harvested for laboratory

analysis by drawing the collected gas through Tenax ® gas chromatograph-absorbent material. Total

ion chromatograms of the submarine air and expired breath samples are shown in Figure 2. The

major classes of VOCs in submarine air were the alkanes, aromatics, and 0 2-containing organic

compounds. The pre-patrol breath samples contained oxygenated-organic compounds and alkenes

(principally isoprene) as the major classes of VOCs. Immediately after patrol, the predominant VOCs

in expired air were the alkanes and halocarbons. The results of this trial study seem to suggest that

occupational exposures to submarines alter the composition of VOCs in the expired breath.
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Figure 2. Composition of a Crewmember's Expired Breath. The axes have the same meaning as
defined in the legend of Figure 1. The pre-deployment and post-patrol breath samples
were collected outside of the submarine in comfortable rooms.

The bio-uptake of cadmium was studied [unpui~lished observation of Bowman and Bondi] by

collecting samples of hair, blood, and urine from crewmembers during a two-month submarine

patrol. Analyses of the air, blood, and urine yielded cadmium concentrations at or below the

detection capability of the instruments. The hair samples of submariners had higher concentrations
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of cadmium than observed in hair samples taken from nonsubmariners. Thirty days after patrol, the

cadmium levels in hair were approximately back to those found before patrol. Of particular interest

was the observation that cadmium contamination of the hair varied according to location of the

submariner's watchstation aboard ship. The results indicated that (1) submariners may absorb

cadmium as a function of the location of their watchstation and (2) the route of cadmium absorption

may be through skin rather than the lung. More comprehensive studies are needed to define the

uptake and metabolism of trace atmospheric contaminants by submarine crewmembers, particularly

in relationshipto the location of their watchstation aboard ship.

EPIDEMIOLOGY STUDIES
The morbidity and mortality of submariners have been defined by three epidemiological

studies spanning the time period from 1963 to 1980. There was a decrease of the illness rates in

submariners from the period 1963 to 1967 to the period 1968 to 1973. The reduced rates of illness

occurred in respiratory, otolaryngologic, gastrointestinal, cardiovascular, urologic, and infectious

diseases. These changes were attributed to improvements in the atmosphere control program

resulting from an increased capacity of the CO2 scrubbers, more frequent replacement of the carbon

filters, and the use of more efficient catalytic burners [18].

Tansey et al. [18] reviewed the medical officers' reports from a decade (1963 to 1973) of

885 Polaris submarine patrols. The investigators tabulated illnesses resulting in absence from duty for

one sick day or longer, and excluded deaths (n = 5) and medical evacuations (n = 37). Illness rates

were defined as the number of new cases per 1000 man-days at sea. According to the t-test statistics,

submariners had significantly lower rates of respiratory illness, gastrointestinal disease, and infections

than did the control population of sea-going sailors. There were no significant differences in the

rates of skin ailments and urinary tract diseases between submariners and sailors; however,

submariners had significantly higher rates of cranial, systemic, and neuropsychiatric illnesses. Dental

problems and headaches accounted for the higher rates of cranial illness in submariners. The systemic

illnesses included cardiovascular problems, arthritis, and systemic viral infections. The rate of

neuropsychiatric illness was higher after 1967, which was consistent with national trends in

neuropsychiatric illness [18].

Hospitalization records were used by Burr and Palinkas [19] to evaluate the health risks

associated with submarine duty during the time period of 1974 to 1979. The control group was a

random sample of white enlisted men serving aboard frigates or destroyers. Age-adjusted

hospitalization rates (i.e., the number of admissions per 100,000 man-years) were computed for

major diagnostic categories and health problems considered relevant to the potential health effects

of submarine duty. The relative risk of submarine duty was defined as the quotient of hospitalization

rate for submariners divided by hospitalization rate for surface sailers. The health risks of submarine

duty were lower for all major disease categories, including diseases of the lung, malignancies, and
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infections. The submariners were at significantly lower risks for mental disorders, external injuries,

genitourinary diseases, skin disorders, and musculoskeletal diseases. Submariners tended to be at

lower risk for asthma and higher risk for diseases of the kidney, ureter, and heart, but the relative

risks were not significantly higher as determined by the use of 95% confidence intervals. Possible

reasons for lower hospitalization rates of submariners were stringent medical screenings of

candidates, their higher level of education, difficulty with conducting medical evacuations from

deployed submarines, and the transfer of medically disqualified men from submarine duty. In the

investigators' opinion, the health status of enlisted men was not adversely affected by submarine

duty [19].

Ostfeld et al. [20] reviewed the mortality records of deceased crewmen to determine the risks

associated with occupational exposure to trace contaminants of submarine atmospheres. The cohort

consisted of 77,123 enlisted men and 8,628 officers who were on submarine duty between 1969 and

1981. Less than 2% of the veterans were unavailable for follow up after discharge from the Navy.

Submariner mortality was evaluated by use of the standardized mortality ratio (SMR), which is the

ratio of deaths observed in submariners to deaths expected from the mortality rates of the U.S. male

population. Confidence intervals of 95% were calculated for the SMRs and inferences of significance
were made when the confidence intervals excluded the SMR-value of 1.0 (20.

By the end of 1982, there were 351 in-service deaths and 527 out-of-service deaths. The SMRs
for in-service deaths from all causes were considerably less than 1.0. These low mortality rates
probably resulted from careful health screening of new recruits and the prompt discharge of medical
disability cases from the Navy. The out-of-service death rates were lower than expected for diseases
of the heart, lung, and liver. The SMRs in Figure 3 show that the veterans had the same number of
deaths as expected for U.S. males from external causes (i.e., accidents, suicides, and homocides) and
cancer. The accidental deaths of enlisted veterans were higher among those with history of
demotions or duty aboard fast-attack submarines. There was clustering of cancer deaths in the year
immediately following discharge from the Navy for medical disability. The rates of mortality from
neoplasms of the bone, connective tissue, brain, and central nervous system were collectively
1.34 times higher than the death rates of the general U.S. male population (Figure 3). A log-linear
model of death rates showed that length of service was a significant predictor of the cancer death
rate, particularly death due to lung cancer. Unfortunately, data were not available on the risk factor

of smoking. Specific occupation aboard the submarines ias only marginally predictive of the cancer
death rate, being relatively higher among technicians (85% of the enlisted cohort) than among
administrative personnel. As a matter of speculation, Ostfeld et al. suggested that the contamination

of submarine atmospheres has decreased over the years due to improvements in the air filtration
system. Therefore, the probability of cancer induction from submarine duty-related exposures by this
speculation would be much less now than in the past [20].
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Figure 3. Mortality Data of Submarine Veterans. The data are taken from Ostfeld et al. [20]. The
SMR is the ratio of observed to expected mortality rates for submariners. Each bar is
intersected by a vertical line, which denotes the 95% confidence interval for that particular
SMR. ABBREVIATIONS: Acci. is accidents; Homi. is homicide; and CNS/Bone refers to
tumors of the central nervous system, bone, and connective tissues.
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CURRENT ISSUES

Eight decades of improvements in submarine atmospheres have diminished the concerns of

environmental engineers for acute toxicity, explosive gases, corrosion of equipment, and unsuitability

for habitation. However, atmospheric monitoring must continue to ensure that these problems do

not recur with the introduction of new materials aboard ship. There is still the problem of selecting

the most effective methods for monitoring submarine atmospheres with respect to the health of the

crews [ 10].

The results of medical studies indicate that the atmospheres aboard today's submarines are not

chronically toxic to the crews. In view of current developments in understanding the toxicity of

complex mixtures [9], more work is needed to ascertain the biological activity of submarine

atmospheres. A longer follow up of submariner mortality studies would be advantageous in

assessing the risk for diseases of long latent periods.

It is doubtful that atmospheric contaminants are uniformly distributed throughout the

submarine in view of the different densities of aerosols between the forward and the engineering

spaces of the ship. This raises the possibility that crewmembers differentially absorb contaminants as

a function of the location of their watchstation.
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SESSION II

PANEL DISCUSSION

Dr Paul Feder (Battelle Columbus Labs): For Dr DeMarini. In your diagram you showed fractionation

going from the top down. That would be appropriate iK you thought that there might be several

substances interacting together that gave you a toxic effect that you may not be able to see

separately. If there were one or two major opponents, wouldn't there be the possibility of

'diluting,' so to speak, the effect of the bad guys with the relatively innocuous parts, or would you

also want to start from the bottom up and test relatively pure fractions and then combine things

where you found toxicity?

DeMarini: That is how you have to do the process. To get those relatively pure fractions, you have to

start producing relatively crude fractions and then successively purify those. So it makes good sense

that you are going through that process to do bioassays on those fractions, as you go along. The real

meat of the data certainly comes at the end with the more purified fractions. Depending on how

good your fractionation methods are, you begin to generate fractions that are more chemically

homogeneous, such as aromatic amines, nitroaromatics, aliphatics, and then when one is identifying

interesting biological activity in such a fraction it becomes much more amenable to analytical

chemical analysis than fractions that are far more chemically complex and contain a large variety of

different classes of chemicals. What you say makes sense, but in practice one has to work down to a

more pure set of fractions.

Dr George Anstadt (Miami Valley Hospital): I have a question for Dr Sipes that I have often wondered

about and never had the right person to ask. Of the other shorter-acting barbiturates than

phenobarbital for instance, particularly pentabarbital, does it have the same potentiating effects or

any degree of potentiating effects on carbon tetrachloride or things like that?

Sipes: Usually the shorter the acting duration of a barbiturate, the less inducing activity it has, but I

think with pentabarbital, given in repeated doses, you could probably show some potentiated

response because I think it can ;nduce; it is just not as potent as phenobarbital.

Anstadt: Is there any documentation of the inducing capability of pentabarbital?

Sipes: I think there is evidence of its inducing capability, yes. But again, phenobarbital is a classic and

it is more potent. Some of the other barbiturates, I think secobarbital, can actually destroy P-450 so it

actually can have an inhibitory or antagonistic effect. It has an allyl group on it that destroys certain

hemes, so, with some of these agents, you can get mixed effects. But I think the important thing to

remember is the longer the duration of action, the greater inducing capability they have. The one
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thing that I didn't point out is that there are many, many examples of environmental compounds that

patients may be exposed to that have inducing capabilities.

Anstadt: I have one other question, if I dare ask it. It is a little bit irrelevant, but I have heard the

comment that if the vaporizers were as good years ago as they were in the advent of halothane that

chloroform would have been just as good of an anesthetic, if the vaporizers would be available for it,

in terms of the hepatotoxicity of halothane versus chloroform. Do you have an opinion about the

relative hepatotoxicity of chloroform versus halothane?

Sipes: Yes, I sure do. I certainly would not choose to be anesthetized with chloroform; I would much

prefer halothane. We have worked on that compound for 15 years and it is tough to make it

hepatotoxic. I will point out that chloroform, at least in my estimation, is not that hepatotoxic until

you start doing a couple of things, incuding enzyme induction or glutathione depletion, and that is

very easy to do in animals and it is very easy to do in humans. With halothane you have to work at it,

and I will be happy to tell you later what our current feelings are in the mechanisms of halothane-

induced injury, but with chloroform, you can reproducibly show on a variety of different animal

models that it can be hepatotoxic.

Dr Rory Conolly (NSI): I would like to ask a question that really is addressed, I guess, to the whole

panel. It is kind of a philosophical question about the studies of mixture toxicity. It is not meant to

criticize any of the presentations today because they were really quite excellent with respect to the

work that is being done on mixtures. But it seems to me that if mixture toxicity studies are going to

be anything more than purely descriptive, that is, the sort of modern-day analog of the 1960s studies

where we counted the number of legs and divided by four, that inevitably it leads you down to the

question of what are the mechanisms of the components of the mixture, and understanding those

mechanisms gives you some basis for understanding the kinds of interactions you are seeing and

maybe making predictions about what you might expect. But given that it is true, you are led back to

where we are with single compounds today, which is that we are all struggling to try and understand

single compounds and in one of two cases doing fairly good jobs of it, but in most cases really having

very little idea at all of what the mechanism of a toxic chemical is. So I guess my question is, where

can we seriously expect mixture toxicity studies to go, given the limitations of our techniques and our

understanding of even single compounds?

Mehendale: I believe the points you have made are well taken and I think we ought to pay greater

attention to whether or not we are unraveling additional mechanisms from this combination of

toxicology. Our own study with chlordecone, carbon tetrachloride and chlordecone, chloroform and

chlordecone, and a few other compounds has suddenly led to a new approach to mechanisms. We

would like to think that it is a new mechanism. For example, if chlordec-1-- *s a neurotoxic compound
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